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Abstract

Today’s software systems continuously collect monitoring data during operation, which can be
used for assessment of system states, error analytics and overall data analysis. Due to the
increasingly large amounts of data, manual analyses are infeasible and automated tools must
be developed. While many approaches have been proposed in both research and industry
that work in the context of a single system, the area of analyzing data from a multi-system
environment has not yet been strongly focused, despite all its potential benefits such as
combining multi-system data to create powerful models or identifying errors and patterns
across multiple systems. In this thesis, we thus present our work on analyzing multi-system
monitoring data, which consists of three separate approaches that each tackle specific tasks.

The first part comprises a crash analysis of the processes of the different multi-system
topologies. Based on the processes’ software technologies, we investigate the crash behavior
with the goal to identify error-prone technologies and failures across multiple systems. In
the evaluation, where we use over one year’s worth of monitoring data of over 500 software
systems from our industry partner, we show the feasibility and usefulness of our approach.

The second part of this thesis covers a multi-system event prediction with the main objective
of predicting performance-related service slowdown events based on infrastructure monitoring
time series. Using our sophisticated preprocessing framework, we extract different datasets
and train various machine learning models, including several multi-system models that utilize
data from different systems. We evaluate our approach on monitoring data covering 20 days of
57 software systems from our industry partner, which reveals a subpar prediction performance.
In a detailed discussion and an additional evaluation of synthetic data, we identify possible
reasons and limitations of our approach.

In the third part, we present a feature-based time series clustering approach. We create
a set of clustering methods and automatically compare them using labeled data, where we
can then choose one of the top-performing methods for clustering unlabeled data to extract
common patterns across different software systems. We also propose a run-time cost model to
assess the computational costs in addition to the clustering quality. The evaluation comprises
the UCR time series archive as well as two infrastructure monitoring datasets from our industry
partner, covering thousands of time series of hundreds of systems. The results reveal interesting
insights and demonstrate the usefulness of our approach.
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Kurzfassung

Moderne Softwaresysteme sammeln während des Betriebs kontinuierlich Monitoring-Daten, die
zur Beurteilung von Systemzuständen, zur Fehleranalytik und zur Gesamtdatenanalyse genutzt
werden können. Aufgrund der immer größer werdenden Datenmengen sind manuelle Analysen
nicht mehr durchführbar, weshalb automatisierte Werkzeuge entwickelt werden müssen. Wäh-
rend sowohl in der Forschung als auch in der Industrie viele Ansätze vorgeschlagen wurden,
die im Kontext eines Einzelsystems funktionieren, wurde bisher noch kein ausreichender Fokus
auf eine Multisystemumgebung gesetzt, trotz aller potenziellen Vorteile wie der Kombination
von Multisystemdaten zur Erstellung leistungsfähiger Modelle oder der Identifizierung von
Fehlern und Mustern über mehrere Systeme hinweg. In dieser Arbeit stellen wir daher unsere
Arbeit zur Analyse von Multisystem-Monitoring-Daten vor, die aus drei separaten Ansätzen
besteht, welche jeweils spezifische Aufgabenstellungen behandeln.

Der erste Teil umfasst eine Crash-Analyse von Prozessen der verschiedenen Multisyst-
emtopologien. Basierend auf den Softwaretechnologien dieser Prozesse untersuchen wir das
Absturzverhalten mit dem Ziel, fehleranfällige Technologien und Ausfälle über mehrere Syste-
me hinweg zu identifizieren. Die Auswertung von mehr als einem Jahr an Monitoring-Daten
von über 500 Softwaresystemen unseres Industriepartners zeigt die Praxistauglichkeit und
Nützlichkeit unseres Ansatzes.

Der zweite Teil dieser Arbeit befasst sich mit der Vorhersage von leistungsbezogenen
Service-Slowdown-Ereignissen auf Basis von Infrastruktur-Monitoring-Zeitreihen. Mit Hilfe
unseres leistungsfähigen Preprocessing-Frameworks extrahieren wir verschiedene Datensätze
und trainieren diverse Machine-Learning-Modelle, darunter mehrere Multisystemmodelle, die
Daten von unterschiedlichen Systemen nutzen. Wir evaluieren unseren Ansatz anhand von
Monitoring-Daten, die 20 Tage von 57 Softwaresystemen unseres Industriepartners umfassen,
wobei wir eine unterdurchschnittliche Vorhersageleistung feststellen müssen. Im Rahmen
einer ausführlichen Diskussion und einer zusätzlichen Auswertung von synthetischen Daten
identifizieren wir mögliche Gründe sowie Grenzen unseres Ansatzes.

Im dritten Teil stellen wir einen merkmalsbasierten Zeitreihen-Clustering-Ansatz vor. Wir
erstellen Clustering-Methoden und vergleichen diese automatisch mit Hilfe gelabelter Daten,
aus denen wir eine der besten Methoden für das Clustering von nicht gelabelten Daten wählen
können, um gemeinsame Muster über verschiedene Softwaresysteme hinweg zu extrahieren.
Zusätzlich präsentieren wir ein Laufzeitkostenmodell, um neben der Clustering-Qualität auch
die Rechenkosten zu bewerten. Die Evaluierung umfasst das UCR-Zeitreihenarchiv sowie zwei
Infrastruktur-Monitoring-Datensätze unseres Industriepartners, die tausende Zeitreihen von
hunderten Systemen beinhalten. Die Ergebnisse zeigen interessante Einblicke und demonstrieren
die Nützlichkeit unseres Ansatzes.
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1

Chapter 1

Introduction

1.1 Motivation

Monitoring data of software systems provide a rich source of information. Especially with the
recent advances in hard- and software technologies, an abundance of data is recorded, which
can no longer be analyzed manually. Instead, automated approaches, tools and frameworks
are required for processing and analysis, and many researchers as well as practitioners have
proposed valuable solutions throughout the years. However, analyzing data from multiple,
independent systems has not yet been a strong focus of research, despite all the potential
benefits.

For instance, we can use this kind of data to identify errors across multiple systems and
possibly even fix them in the affected systems if they share a common root cause. In addition,
we could collect all such error and failures in general to populate a multi-system fault database,
which would greatly help debugging, fixing and quality assurance, especially when dealing
with recurring incidents, regardless of the system in which they happened. This is not the only
advantage of multi-system data. For example, assume that we want to train some machine
learning model which requires certain amounts of data to build a reliable model. If we only
have data of a single system but the amount is insufficient, we cannot proceed any further.
On the other hand, if we have similar or comparable data from several systems, we can use
this to our advantage to merge this multi-system data, which then allows us to create our
intended model (of course, the data might not be sufficiently similar, which would lead to an
invalid/unusable multi-system model). Moreover, we could not only handle insufficient system
data but also potentially apply our model on yet unseen, new systems, where no historic
data is available in the first place. Another benefit that multi-system data can bring is the
possibility to identify common patterns across different systems. If we know that some systems
share certain characteristics, we could create models and tools specifically designed for these
characteristics, which could then be used in all affected systems without having to develop
such a model/tool for each single system separately.

In this thesis, we thus address the topic of analyzing data from a multi-system environment.
Our goal is to implement approaches that can leverage such data and the corresponding
benefits introduced above, where the results can either directly be used or provide a basis for
further analyses. The next section covers an overview and the scientific contributions of these
approaches.
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1.2 Scientific Contributions

Throughout this project, we created and implemented three main approaches that are all
focused on multi-system data. All approaches are described in detail in the following chapters,
so we only provide a brief overview of their topics and list the corresponding scientific
publications. The main focus and novelty of all our approaches compared to existing work
is the integration of the multi-system environment, i.e., we specifically address multi-system
problems, scenarios and challenges, which has not yet been done to the extent we propose in
this thesis.

The first part describes our topology-driven multi-system process crash analysis, where
we aimed to automatically find common crashes across multiple systems using the software
technology information provided by processes. Publications:

• Andreas Schörgenhumer, Mario Kahlhofer, Hanspeter. Mössenböck, and Paul Grünbacher.
“Using Crash Frequency Analysis to Identify Error-Prone Software Technologies in Multi-
System Monitoring”. In: Proceedings of the 18th IEEE International Conference on
Software Quality, Reliability and Security. IEEE, 2018, pp. 183–190. doi: 10.1109/QRS.
2018.00032

The second part contains our multi-system event prediction approach, where the goal was to
leverage infrastructure monitoring time series to predict performance-related service slowdown
events. Work on this topic also includes our comprehensive multi-system preprocessing
framework. Publications:

• Andreas Schörgenhumer, Mario Kahlhofer, Peter Chalupar, Hanspeter Mössenböck,
and Paul Grünbacher. “Using Multi-System Monitoring Time Series to Predict Perfor-
mance Events”. In: Proceedings of the 9th Symposium on Software Performance. GI
Softwaretechnik-Trends, 2018, pp. 55–57. url: http://pi.informatik.uni-siegen.
de/stt/39_3/01_Fachgruppenberichte/SSP18/SchoergenhumerKahlhoferChalupar+
18.pdf

• Andreas Schörgenhumer, Mario Kahlhofer, Peter Chalupar, Paul Grünbacher, and
Hanspeter Mössenböck. “A Framework for Preprocessing Multivariate, Topology-Aware
Time Series and Event Data in a Multi-System Environment”. In: Proceedings of the
19th IEEE International Symposium on High Assurance Systems Engineering. IEEE,
2019, pp. 115–122. doi: 10.1109/HASE.2019.00026

• Andreas Schörgenhumer, Mario Kahlhofer, Paul Grünbacher, and Hanspeter Mössen-
böck. “Can We Predict Performance Events with Time Series Data from Monitoring
Multiple Systems?” In: Companion of the 10th ACM/SPEC International Conference
on Performance Engineering. ACM, 2019, pp. 9–12. doi: 10.1145/3302541.3313101

• Andreas Schörgenhumer, Mario Kahlhofer, Peter Chalupar, Hanspeter Mössenböck,
and Paul Grünbacher. “On the Difficulties of Supervised Event Prediction based on
Unbalanced Real-World Data in Multi-System Monitoring”. In: Proceedings of the 10th
Symposium on Software Performance. GI Softwaretechnik-Trends, 2019, pp. 38–40.
url: http://pi.informatik.uni-siegen.de/stt/39_4/01_Fachgruppenberichte/
SSP2019/SSP2019_Schoergenhumer.pdf

The third part details our feature-based time series clustering approach, where we wanted
to identify common time series clusters within the monitoring data of multiple systems. Besides

https://doi.org/10.1109/QRS.2018.00032
https://doi.org/10.1109/QRS.2018.00032
http://pi.informatik.uni-siegen.de/stt/39_3/01_Fachgruppenberichte/SSP18/SchoergenhumerKahlhoferChalupar+18.pdf
http://pi.informatik.uni-siegen.de/stt/39_3/01_Fachgruppenberichte/SSP18/SchoergenhumerKahlhoferChalupar+18.pdf
http://pi.informatik.uni-siegen.de/stt/39_3/01_Fachgruppenberichte/SSP18/SchoergenhumerKahlhoferChalupar+18.pdf
https://doi.org/10.1109/HASE.2019.00026
https://doi.org/10.1145/3302541.3313101
http://pi.informatik.uni-siegen.de/stt/39_4/01_Fachgruppenberichte/SSP2019/SSP2019_Schoergenhumer.pdf
http://pi.informatik.uni-siegen.de/stt/39_4/01_Fachgruppenberichte/SSP2019/SSP2019_Schoergenhumer.pdf
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an automatic ranking of clustering methods, we also provide a run-time cost model to assess
computational costs in addition to the clustering quality. Publications:

• Andreas Schörgenhumer, Paul Grünbacher, and Hanspeter Mössenböck. “Selecting Time
Series Clustering Methods based on Run-Time Costs”. In: Proceedings of the 11th
Symposium on Software Performance. Accepted for publication. GI Softwaretechnik-
Trends, 2020. url: https://www.performance-symposium.org/fileadmin/user_
upload/palladio-conference/2020/Papers/SSP2020_paper_1.pdf

• Andreas Schörgenhumer, Thomas Natschläger, Paul Grünbacher, Mario Kahlhofer,
Peter Chalupar, and Hanspeter Mössenböck. “An Approach for Ranking Feature-based
Clustering Methods and its Application in Multi-System Infrastructure Monitoring”. In:
AI-Enabled Software Development and Operations (AI4DevOps) of the 47th Euromicro
Conference on Software Engineering and Advanced Applications. Accepted for publication.
IEEE, 2021

1.3 Outline

In this section, we provide an outline and the structure of this thesis. Chapter 2 contains all
the relevant and necessary background information for all following chapters. It primarily
serves as a reference chapter, and readers who are already familiar with certain background
topics can simply skip them. Afterwards, our three main topics follow: Chapter 3 describes our
topology-driven crash analysis, Chapter 4 our time-series-based event prediction and Chapter 5
our time series clustering approach. To guide the reader through the thesis, each of these three
chapters is structured into the following sections:1

• Motivation: This sections presents an introduction and motivates what we try to
accomplish and implement in the corresponding chapter.

• Data Requirements and Assumptions: None of our approaches are limited to only one
sort of dataset, which is why we describe all requirements and assumptions that must be
fulfilled in order to apply the approach.

• Approach: In this section, we detail the approach itself and how it works given the data
requirements and assumptions from the previous section.

• Data for Evaluation: Here, we present the datasets that we actually use to evaluate
our approach. All datasets introduced in this section fulfill all of the requirements and
assumptions, i.e., they can be seen as an “instantiation” of the theoretical data.

Evaluation: Using the data from the previous section, we evaluate our approach and
present detailed results.

• Discussion: This section contains general points of discussion, lessons learned as well as
problems and limitations we encountered, and threats to validity.

• Related Work : In this section, related literature is discussed, including differences to our
approach and work that could prove valuable for future extensions and improvements.

• Outlook : The last section provides a brief overview of future work.
1Chapter 4 and Chapter 5 have one additional section just before the approach (the preprocessing frame

work and the time series characteristics, respectively) to achieve a clearer structure and better separation.

https://www.performance-symposium.org/fileadmin/user_upload/palladio-conference/2020/Papers/SSP2020_paper_1.pdf
https://www.performance-symposium.org/fileadmin/user_upload/palladio-conference/2020/Papers/SSP2020_paper_1.pdf
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Finally, Chapter 6 summarizes and concludes this thesis. There is also an appendix for the
background chapter and for each of the three main topics, which contains further information
regarding data exploration and supplementary results. The appendix is mainly intended to
provide a more complete overview of the evaluated data and results for interested readers, but
it is not necessary for the main content of this thesis.
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Chapter 2

Background

This chapter covers everything required to understand the following chapters and also serves
as a reference for the terminology used throughout this thesis. First, we provide a short
introduction of our industry partner Dynatrace. We continue by describing the different data
formats we used for our practical work. We then introduce one of the core parts of this thesis:
the multi-system infrastructure monitoring data, including detailed information on systems,
their topology, events and time series. Afterwards, a brief introduction to machine learning
follows, with a strong focus on the methods, models and algorithms we used in our work.
Finally, we also present some important statistical features.

2.1 Dynatrace

Our industry partner Dynatrace is a software company who provides application performance
management, digital experience management, digital business analytics, artificial intelligence
for operations and infrastructure monitoring [105]. Their customers range from small businesses
to large-scale enterprises, covering a wide area of domains, which includes e-commerce, the
automotive industry or enterprise resource planning. For our cooperation, infrastructure
monitoring is the most important part, where the goals are to monitor and analyze the entire
software system of a customer, thereby collecting data of all relevant system components.
Dynatrace provides a plethora of monitoring data, however, we only need a few selected parts
thereof, which we present in detail in Section 2.3.

2.2 Data Formats

In this section, we cover all important data formats that we use throughout this thesis for
storing different kinds of data.

2.2.1 JSON

JSON [40] (JavaScript Object Notation) is a plain-text data format with the main goal of
object serialization and language-independent data exchange. Its two core building blocks are
objects (key-value pairs within braces {...}) and arrays (ordered sequences of values within
square brackets [...]), where the values can be null (no value), boolean, numbers, strings
or again objects and arrays, allowing arbitrary nesting levels to represent complex object
structures.
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The example in Listing 2.1 shows how a configuration object for extracting data of some
sensor could look like in the JSON format. Within the root object, there are five key-value
pairs: "data", "functions", "skipInvalid", "threshold" and "output". The last three
have simple values attached (boolean, number, string), "functions" has an array with three
strings as values, and "data" points to another, nested object which contains the two key-value
pairs "ids" (an array of numbers) and "meta" (yet another object with a string "type" and a
number "freq").

{
"data": {
"ids": [
123,
124,
217

],
"meta": {
"type": "sensor",
"freq": 240

}
},
"functions": [
"MIN",
"MAX",
"AVG"

],
"skipInvalid": true,
"threshold": 0.75,
"output": "C:\\eval\\data"

}

Listing 2.1: JSON example of a configuration file to extract some sensor data.

2.2.2 YAML

YAML [14] (YAML Ain’t Markup Language) is a plain-text data format primarily designed
for readability by humans, programming language independence and ease of use. In contrast
to JSON, YAML prioritizes easy human interaction over the simplicity of generating or
parsing files. It also includes a native support for the three basic primitives, namely mappings
(dictionaries/maps), sequences (arrays/vectors/lists) and scalar values, which are an integral
part of the main YAML structure. The key-value pairs of mappings can either be written as a
comma-separated list within braces {...}, or they can also be indented and listed below each
other for improved readability. Analogously, the values of sequences can either be comma-
separated and wrapped in square brackets [...] or indented with a leading dash and listed
below each other. While YAML files are not restricted to any specific scenario or domain, the
authors highlight configuration or log files, communication between processes and persisting
objects (e.g., for cross-language data exchange) as most common and fitting use cases. As of
version 1.2, YAML is a superset of JSON.

Listing 2.2 shows the YAML version of the JSON example of Listing 2.1. Since the braces
are replaced with simple indentations and quotation marks are no longer necessary for the
identifies, the YAML version is more readable and also much shorter. Note that the quotation
marks for the string values are only required for the output identifier, since it contains escape
characters. However, using quotes for all strings further enhances readability as it makes it
more clear that the values are strings.
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data:
ids:
- 123
- 124
- 217

meta:
type: "sensor"
freq: 240

functions:
- "MIN"
- "MAX"
- "AVG"

skipInvalid: true
threshold: 0.75
output: "C:\\eval\\data"

Listing 2.2: YAML example of a configuration file to extract some sensor data.

2.2.3 CSV

CSV [163] (Comma-Separated Values) is a simple plain-text data format that stores records in
each line of the file, separated by commas. Due to its simplicity, the CSV format is widely
used in various domains and is a typical export format to store tabular data.

In Figure 2.1, a small example is shown how a typical use case could look like. Continuing
the example of Listing 2.1, some sensor values were recorded and listed in a standard table as
shown in Figure 2.1a. When exporting the data to the CSV format, the results could look as
shown in Figure 2.1b.

id type MIN MAX AVG

123 sensor 12.1 99.9 24.5
124 sensor 12.2 57.2 14.9
217 sensor 33.7 45.0 38.3

(a) Ordinary data table.

id,type,MIN,MAX,AVG
123,sensor,12.1,99.9,24.5
124,sensor,12.2,57.2,14.9
217,sensor,33.7,45.0,38.3

(b) The same data represented as CSV.

Figure 2.1: Example of some extracted sensor data first represented in a table view (left)
and then in the CSV format (right).

2.2.4 InfluxDB

InfluxDB [84] is a database with the main purpose of storing time series. It was specifically
designed to cope with high writing and querying loads, while allowing high compression rates as
well as easy data queries using an SQL (Structured Query Language)-like format. InfluxDB can
handle millions of data points per second and access them efficiently by utilizing indexed time
series clusters, supporting a precision up to nanoseconds but also the option to downsample
older data, i.e., to merge data to a lower precision to mitigate storage shortage over time.

2.3 Multi-System Infrastructure Monitoring Data

In this section, we present the core data structure of this thesis. We start by giving an
introduction of the systems and then continue with details on a system’s topology, the
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occurring events and the time series we collect. Finally, we describe how all the different data
was recorded and how it is stored.

2.3.1 System

A system is any kind of software system. Its size can start from one simple computer and may
range up to large clusters with thousands of servers. The domain can also be arbitrary. It
could be a travel booking platform, an online shop or a maintenance system in the automotive
sector. A system consists of various monitored hardware and software components/entities
that are connected via the topology and may be associated with events and time series, the
combination of which we refer to as infrastructure monitoring data. We describe each of
these three main parts in the following sections. Note that we have these kinds of data from
multiple, independent systems at our disposal, forming our multi-system environment, for
which a general overview is shown in Figure 2.2.

Multiple, 
Independent 

Software Systems

Data 
Collection

Multi-System Infrastructure Monitoring Data

System 1

… Topology

… Events

… Time Series

System 2 System n

…

Figure 2.2: Overview of our multi-system environment, where infrastructure monitoring data
(topologies, events, time series) of various, independent systems is collected.

2.3.2 Topology

The topology of a system stores its components, how they are linked and different kinds of
metadata. Components are physical or abstract entities, and each one is uniquely identified
(ID), has an associated type, a lifetime (two timestamps when the entity was first seen and
when it was last seen) and, depending on the type, additional data. The most important
feature is the type. It determines to which other types a component may be connected, and
which time series and events can be recorded. Dynatrace monitors many different component
types, however, in this thesis, the following subset suffices:

• Service: This type represents abstract components that represent the business logic of
the system, e.g., a database access or a web request. Services are executed by process
groups that consist of potentially multiple processes (e.g., for handling load balancing),
i.e., a service entity is connected to one or more process entities.

• Process: This type represents process entities that execute services. The software
technologies (ST) are an important data structure that is attached to every process. It
manages a list of all technologies that the process used or uses, where each list entry
contains the following information: the technology’s type (e.g., Java), the edition (e.g.,
OpenJDK), the version (optional, e.g., 11.0.1) and the timestamp when it was last seen
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on the process, i.e., the point in time until the technology was considered active. An
example of such software technologies is shown in Table 2.1. Here, a process was running
a Tomcat server on Java until both technologies were replaced with newer versions.
Processes can communicate with each other, and they run on a host, i.e., a process entity
is connected to zero or more process entities and to one host entity.

Type Edition Version Active Until

Java OpenJDK 1.8.0_121 1495535781954
Tomcat - 7.0.65.0 1495535781954
Java OpenJDK 1.8.0_131 1499218873887
Tomcat - 8.0.44.0 1499218873887

Table 2.1: Example software technology properties of a process, taken from [157]. The
- character represents missing (optional) fields. The timestamps are in milliseconds of UTC
(Coordinated Universal Time).

• Host: Entities of this type represent the processing units of the system, which can be the
actual computers or servers, or virtual machines. They run the processes (and indirectly
the services) and are one of the three main components for collecting infrastructure
monitoring time series. Hosts can have multiple disks and network interfaces, i.e., a host
entity is connected to zero or more disks and to zero or more network interfaces.

• Disk: This type represents data storage devices of hosts, and it is the second main
component type for collecting infrastructure monitoring time series. One disk entity is
normally linked to exactly one host entity.1

• Network: This type represents network interfaces of hosts and captures all incoming and
outgoing data traffic. It is the third of the three main component types for collecting
infrastructure monitoring time series. One network entity is linked to exactly one host
entity.

It might happen that some entities are not connected at all, even though we expect them
to be linked, for instance, there might be no host for a disk component. Reasons for such
cases are either monitoring configurations by system administrators that explicitly disable the
collection of component data, or it could be because of data extraction errors or data loss.

The topology can be represented with a graph, where we show an example of a small
system in Figure 2.3. In total, there are seven components: Two service entities S1 and S2
are executed by process P1, which runs on host H1. This host has two disks D1 and D2 as
well as one network interface N1 attached. The time lines next to the entities indicate their
lifetimes. The entire system was monitored from timestamp t1 until t2. The host, its network
interface and disk D1 were active during the entire time. Service S1 was active from the start
on but was last seen at timestamp S1 2 (e.g., the service finished its task). Service S2 started
somewhere in the middle at timestamp S2 1 and ran until S2 2. The process that executed the
services also finished at around the same time (timestamp P1 2). Lastly, disk D2 was attached
to the host at timestamp D2 1 and remained active until the end of the system’s monitoring
period.

The above example is a particularly small system with only a single host, e.g., from
monitoring a single personal computer. Naturally, there are much larger systems with poten-

1In extremely rare cases, a disk might be interlinked with multiple hosts, for example, when the same disk
is attached to different hosts during its observed lifetime.
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Figure 2.3: Example system as graph visualization including component lifetimes.

tially thousands of entities, making the detailed visualization significantly more challenging.
Moreover, the components of the resulting graph do not necessarily need to be all connected.
If, for instance, services are executed on processes that only run on a single host and there is
no communication between these hosts, then the graph will contain multiple subgraphs (one
for each host), i.e., a system can be a collection of unconnected graphs.

2.3.3 Events

Events occur at a specified point in time2 and can be either expected (e.g., a process restart) or
anomalous. Every event has a unique identifier (ID) and stores the type (defines the category
and kind), the entity on which it occurred and the time of the occurrence. Similarly to the
component types, Dynatrace collects a plethora of event types, but again, we only need to
focus on a few selected ones in this thesis:

• Process crash: The anomalous events of this type occur on process entities and, as the
name suggests, indicate that the corresponding process crashed. A process crash event
can carry additional information on the crash details, such as the name of the error or
exception message, the fault location or the process signal.

• Service (response) slowdown: This anomalous event occurs on service entities and is
heuristically created by comparing the average service response time with the expected
baseline and checking for any negative deviation.

Figure 2.4 shows the two service entities and the connected process from the same system
as presented in Figure 2.3. Now, two events occurred. Somewhere during the lifetime of service
S2, a service slowdown was identified and an appropriate event E1 was created at timestamp

2More specifically, some events actually have two timestamps: a minimum and a maximum. These are
primarily events that are based on heuristics which work with time windows and allow a more fuzzy definition
of when an event occurred. For simplicity, we use the minimum timestamp as the event occurrence.
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ID: E1
Type: Service Slowdown
Entity: S2
Time: tE1

Data: -

ID: E2
Type: Process Crash
Entity: P1
Time: tE2

Data: Crash Info

Figure 2.4: Two events occurring in the example system from Figure 2.3.

tE1. Later on, process P1 crashed, which led to the event E2 at time tE2 and, in turn, to the
termination of the process since no restart was initiated.

2.3.4 Time Series

A time series x is a list/vector of n consecutive values of the form (xt | t ∈ [1, n]), where t
is called the timestamp and xt its associated value (typically, xt ∈ R). In our multi-system
infrastructure monitoring environment, the timestamps are evenly spaced, which means that
ti+1 − ti = ∆t ∀i ∈ [1, n− 1], although this is not a general requirement for time series. Yet
again, Dynatrace monitors much more time series than we use in this thesis. Table 2.2 shows
all the series we collect for our component types,3 including a unique identifier (ID), a short
description and the unit of measurement. Each time series kind, which we also call metric, is
mapped to exactly one component type, and each individual time series is mapped to exactly
one component. For example, we collect the CPU Idle (H-01) metric at components of type
Host, and for some concrete host H1, this could result in the time series xH1. In total, we have
34 metrics at our disposal: 11 host series, 13 disk series and 10 network interface series. All
these time series are evenly spaced and internally sampled every ten seconds, i.e., ∆t = 10sec.
However, when exporting the metrics (cf. Section 2.3.5), they are only available to us in
one-minute resolution (∆t = 1min), where the values are averaged over six ten-second samples.

Figure 2.5 shows the same example as Figure 2.3 but now with time series attached to the
entities. In the example, the host only provides a single metric, namely CPU Idle (H-01), i.e.,
the available utilization of the central processing unit. The time series is missing some values,
which is indicated by the question mark symbols. For network N1, two metrics are collected:
the total number of received bytes (N-01) and how many packets were transmitted (N-04). We
are also interested in the time series monitoring the amount of used disk space (D-02). There
are two disk entities, but only disk D2 has data available (bounded by the entity’s lifetime).
Disk D1 is missing the entire time series, for instance, due to a data recording error.

2.3.5 Data Collection and Storage

In this section, we describe how we collect the data from Dynatrace and how we store it
afterwards. Figure 2.6 gives an overview. In the left, the multi-system infrastructure monitoring
is shown with a cloud symbol, where single systems and their data are represented by a single
component graph (cf. Section 2.3.2), including symbols for events (labeled E ) and time series
(labeled T ). We access this multi-system environment via a REST [54] (representational state

3Note that services and processes can also have time series. However. we do not record them.
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Component
Type ID Time Series Kind/

Metric Unit Short Form

Host

H-01 CPU Idle Percent (%) CPU Idle
H-02 CPU System Percent (%) CPU System
H-03 CPU Load Ratio CPU Load
H-04 CPU User Percent (%) CPU User
H-05 CPU IO Wait Percent (%) CPU IO Wait
H-06 Page Faults Per second Page Faults
H-07 Memory Available Percent (%) Mem. Avail. %
H-08 Memory Available Byte Mem. Avail.
H-09 Memory Used Byte Mem. Used
H-10 Swap Available Byte Swap Avail.
H-11 Swap Used Byte Swap Used

Disk

D-01 Disk Available Byte Disk Avail.
D-02 Disk Used Byte Disk Used
D-03 Disk Available Percent (%) Disk Avail. %
D-04 Read Bytes Bytes per second Read Bytes
D-05 Written Bytes Bytes per second Written Bytes
D-06 Read Operations Per second Read Ops.
D-07 Write Operations Per second Write Ops.
D-08 Read Time Millisecond Read Time
D-09 Write Time Millisecond Write Time
D-10 Utilization Time Percent (%) Util. Time
D-11 Queue Length Count Queue Length
D-12 Inodes Available Percent (%) Inodes Avail. %
D-13 Inodes Total Count Inodes Total

Network

N-01 Bytes Received Bytes per second Bytes Rec.
N-02 Bytes Sent Bytes per second Bytes Sent
N-03 Received Packets Per second Rec. Pkts.
N-04 Sent Packets Per second Sent Pkts.
N-05 Received Packets Dropped Per second Rec. Pkts. Drop.
N-06 Sent Packets Dropped Per second Sent Pkts. Drop.
N-07 Received Packet Errors Per second Rec. Pkt. Err.
N-08 Sent Packet Errors Per second Sent Pkt. Err.
N-09 Receiving Utilization Percent (%) Receiving Util.
N-10 Sending Utilization Percent (%) Sending Util.

Table 2.2: Infrastructure monitoring time series. The Short Form is simply an abbreviated
form of the full metric name, including the unit where necessary to uniquely identify a metric.
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Figure 2.5: Example system from Figure 2.3 with time series.

transfer) API (application programming interface) and extract all the data described in the
previous sections. The time series and events are written to an InfluxDB time series database,4

whereas the topology is stored in separate JSON files, one for each system.5

2.4 Machine Learning

The topic of machine learning covers algorithms and models that automatically “learn” from a
given set of sample data with the goal of making predictions on unseen data (supervised task)
or extracting interesting or useful information, structures or patterns (unsupervised task). In
this section, we first cover the basics of machine learning and common terms, and then we
continue with details on data imbalance, supervised learning and unsupervised learning. It
must be noted that machine learning is a huge scientific field and that we only focus on the
aspects necessary to understand our approaches in this thesis. For in-depth information and
further details, we refer the reader to [76, 171, 27].

2.4.1 Basics

When talking about machine learning, generalization can be considered a core concept.
Generalization means that a machine learning model is capable of applying insights gained
from previously seen tasks to new data, i.e., common and discerning data characteristics are

4Of course, events themselves are not time series. However, we can treat the set of all events as a single
time series by simply sorting them according to the time of their occurrences. Querying this “event time series”
is convenient and fast, which is why we decided to store events this way.

5Strictly speaking, there are multiple JSON files for each system because we do not export the entire data
all at once but rather sequentially in smaller batches to avoid increasing the load on the systems we extract
data from. However, these multiple JSON files can simply be merged (add new entities, update all timestamps),
which we regard as an implementation detail and not necessary in the context of this thesis.
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Figure 2.6: Overview of the data collection and storage process.

extracted to learn the concept of the task rather than the specific problem or the solution of
this problem itself. The core part of such a task is the data which should be processed. There
are just two components: the data points and the labels. Data points can be expressed as a
matrix X with n observations xi (also called feature vectors, samples or rows), where each xi
consists of k values (also called features, measurements or columns). Labels can be expressed
as a row vector with equally many rows as X, and it stores the associated label yi (also called
target or output) for each observation xi. Both X and y are defined in Equation 2.1.

X =

x1
...
xn

 =

x11 · · · x1k
...

. . .
...

xn1 · · · xnk

 y =

y1...
yn

 (2.1)

In supervised learning, both X and y (labeled data) are required since the goal is to
learn the connection between data points and labels (cf. Section 2.4.3 for details), whereas in
unsupervised learning, only the data points X (unlabeled data) are needed since the goal is to
extract patterns only within the input data (cf. Section 2.4.4 for details).

The data points X and labels y can be numerical or categorical. However, many machine
learning algorithms cannot handle categorical data out of the box, so transformations such
as label binarization are often part of the processing pipeline. For example, assume that y
contains categorical labels that are mapped to one of the two classes Event and NoEvent,
i.e., each label either represents an event occurrence or, alternatively, no event occurrence. A
straightforward solution would then be to encode these two classes by simply replacing Event
with the value +1 and NoEvent with the value −1.
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2.4.2 Data Imbalance

If the (categorical) labels in y are not evenly distributed, i.e., if one label value occurs more
often than others, we talk about data imbalance. For instance, assume that we have a labeled
dataset of 100 samples and two classes A and B. If 50 samples were labeled as class A and
50 samples as class B, we would have a balanced dataset. However, if 90 samples were labeled
as class A and 10 samples as class B, we would have an imbalanced dataset.6 In this case, A
is called the majority class and B the minority class. Naturally, multi-class datasets (datasets
with more than two classes) can also be imbalanced, in which case there are multiple majority
and minority classes, depending on the actual distribution. Since imbalanced data is often
encountered in real-world scenarios and most machine learning models cannot handle such
data directly,7 various approaches have been studied to cope with the imbalance problem. The
two most common techniques are called under- and oversampling.

The goal of undersampling is to drop samples from the majority class(es) until the
desired class distribution is reached. A simple and straightforward implementation is random
undersampling, where the samples that should be excluded are chosen at random. The
advantage of this approach is its simplicity and the reduced computational cost for further
processing, since the total number of samples decreases. On the other hand, a big disadvantage
is the fact that information is lost since we potentially drop samples that store essential data
characteristics. There are techniques which try to minimize this problem by reducing the
sample size more carefully [102], such as selecting less informative samples (e.g., duplicates
or overlapping samples via Tomek links [180] or nearest-neighbor-based heuristics [192]) or
generating fewer synthetic samples (new samples that are not part of the original data) that are
based on characteristics of the original samples (e.g., prototype generation based on clustering
approaches).

Oversampling works in the opposite direction by generating more samples of the minority
class(es) until the desired class distribution is reached. Of course, generating more samples
means higher computational costs since the total number of samples increases. The advantage,
however, is the fact that we do not drop potentially important samples but keep the entire
original information. Various oversampling techniques exist, the most simple one is random
oversampling, which duplicates minority samples at random. More sophisticated approaches
generate new, synthetic samples based on the original data, such as SMOTE [33] (synthetic
minority oversampling technique) or ADASYN [74] (adaptive synthetic sampling approach).
There is also the option to generate more samples based on altered copies of the original data
points, which is called data augmentation. Augmentation is prominent in the area of image
classification and deep learning scenarios [169], but the general concept applies to any kind of
data and approach. The data modifications can be arbitrary and can range from permutation
or scaling to adding random noise and more. The specific kind heavily depends on the domain
and on the goals the users want to achieve.

6Note that the thresholds for balanced and imbalanced class distributions can vary, depending on how many
samples we have and which algorithm we use (some are more robust than others). For example, in the above
dataset, we would probably consider a class distribution of 55/45 still balanced.

7Many models try to find thresholds and decision boundaries based on the available data. The higher the
class imbalance is, the more important and decisive the majority class becomes. If, for example, a model were
to only rely on the data of the majority class of the above example, it would still be correct 90% of the time.
However, the minority class would be ignored completely, which would result in a useless model.
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2.4.3 Supervised Learning

In supervised learning, the goal is to learn how the data points X are linked to their corre-
sponding labels y and then to predict y′ on new, unseen data X ′. If y contains categorical
data, the learning task is to find a solution how to distinguish the different classes, which is
called classification (in the special case that y only contains two classes, it is called binary
classification). If y contains numerical, continuous data, the learning task is to identify how
the magnitude of the values in y correlates with the data X, which is called regression.8

2.4.3.1 Training and Testing

Most supervised models learn the relationships in the data in the training phase and apply
the learned concepts in the testing phase, for which we give a brief theoretical introduction
that is adapted from [76]. In the training phase, the model is given a training set (or train
set) Xtrain and the corresponding labels ytrain, which is a subset of the available data. After
this phase, the parameterization vector w represents the state/configuration of this trained
model. The result is the model prediction defined by the function in Equation 2.2:

ŷ = g(x;w) (2.2)

which yields the predicted label ŷ for a given feature vector x and model parameterization
vector w. How well this functions performs is determined by the generalization error, for
which we must define some sort of loss that compares the true label y with the predicted
label ŷ. Equation 2.3 defines the quadratic loss and Equation 2.4 the zero-one loss, which are
commonly used loss functions:

L(y, g(x;w)) = (y − g(x;w))2 (2.3)

L(y, g(x;w)) =

{
0 if y = g(x;w),

1 if y 6= g(x;w).
(2.4)

Formally, Equation 2.5 defines the above mentioned generalization error or risk R as the
expectation E of the loss function for unseen, future data X ′ and y′, which we do not know
(indicated by the dot in R(g(.;w))), but we can approximate it in the testing phase using our
testing set (or test set) with X ′ ≈Xtest and the corresponding labels y′ ≈ ytest:

R(g(.;w)) = E(X′,y′)(L(y, g(x;w))) ≈ 1

m

m∑
i=1

L(yi, g(xi;w)) (2.5)

where m is the total number of samples in the test set. There are various ways to determine
how well the final model performed on the test set, which we cover in Section 2.4.3.3. It is
important to note that the training and test set must not overlap to avoid using test data in
the training process, which would invalidate the estimated model performance.

Choosing the function g is the primary goal of the training phase, and it can be accomplished
by two approaches: empirical risk minimization (ERM) and structural risk minimization (SRM).
In ERM, the goal is to find a function g which minimizes the risk R(g), whereas in SRM, the
complexity of g is additionally taken into account. Purely minimizing the risk, which is based
on the training data estimate, can lead to overfitting (a model with high variance), which
happens when the function tries to capture every detail of the training data set, including noise.

8Note that for classification, the labels can also be numeric. However, in contrast to regression, the
magnitude of the values is irrelevant since they are considered to be categorical.
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Naturally, this goes against the core concept of generalization and should thus be avoided.
Punishing overly complex functions that can model every detail can reduce the variance and
yield more appropriate functions. However, the complexity penalty must be chosen carefully
to not fall into the direct opposite direction, where only the simplest functions are considered
that ignore relevant information, which would lead to underfitting (a model with high bias).
Balancing the two extremes is called the bias-variance trade-off.

2.4.3.2 Variants of Training and Testing

Using training and test sets is only one of the possibilities to estimate the model performance
(the quality of the model). Other variants include validation sets, which are used to optimize
the model parameters (hyperparameter tuning) before the final model is fit on the test data,
i.e., to avoid overfitting to the test set. Figure 2.7 shows an example of both approaches.
Here, a 50/50 split is used for the training and test set, and a 50/25/25 split is used for the
alternative train-validation-test set approach. Of course, other splits are possible.

Data

Training Set Test Set

Training Set Test SetValidation Set

Figure 2.7: Example data split using training and test sets (middle row) or training, validation
and test sets (bottom row).

Cross-validation is another approach, where the available data is split into n parts/folds
(n-fold cross-validation), and n− 1 parts are used for training while the remaining part is used
for evaluation. There are a total of n iterations, in each of which fold i will be used as validation
fold. If enough data is available, cross-validation can be merged with the train-validation-test
set approach, where the cross-validation is performed on the train-validation set but the final
model performance is estimated on the test set. Figure 2.8 shows an example of a 5-fold
cross-validation, where an additional test set was first split from the available data. Since it is
a 5-fold cross-validation, there is one validation fold and four training folds in each of the five
iterations.

In typical application scenarios, the available data, or more precisely, the rows of X and
their labels y, are randomly shuffled before splitting it into the different sets to avoid that
certain data characteristics only appear in the one particular set. Alternatively, the different
splits can also be provided separately, e.g., if the data of interest are time series and the test
set should reflect data which was recorded after the training data. For instance, for a 50/50
split of two weeks’ worth of time series data, the training set covers week one and the test
covers week two. Ultimately, it depends on the task at hand, and it is up to the user which
model evaluation approach is selected and how the different splits are created.

2.4.3.3 Evaluation Metrics

After fitting a machine learning model on the validation or test data, we want to determine
how well the predictions ŷ match the actual/true labels y. For regression, there are various
metrics which can be directly computed based on the two label sets. We list two of the most
commonly used ones:
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Data

Training Set Test Set

Fold 1 Fold 2 Fold 3 Fold 4 Fold 5

Validation Training

Training TrainingValidation

Training Validation

…

5 Iterations

Figure 2.8: Example data split using 5-fold cross-validation with an additional test set that
is only used once after the cross-validation.

• Mean Squared Error (MSE): This metric is the average squared deviation of the predicted
labels to the true labels. It is the same as the expected risk when using the quadratic
loss function (cf. Equation 2.3 and Equation 2.5). The MSE is defined in Equation 2.6
for predicted labels ŷ = (ŷ1, . . . , ŷn) and actual labels y = (y1, . . . , yn):

MSE =
1

n

n∑
i=1

(yi − ŷi)2 (2.6)

• Mean Absolute Error (MAE): This metric is the average absolute difference between
the predicted labels and the true labels. Compared to the MSE, outliers are much less
punished. The MAE is defined in Equation 2.7 for predicted labels ŷ = (ŷ1, . . . , ŷn) and
actual labels y = (y1, . . . , yn):

MAE =
1

n

n∑
i=1

|yi − ŷi| (2.7)

In classification scenarios, the confusion matrix lists the predicted labels and compares
them to the actual labels, from which we can then calculate various evaluation metrics that
help us in analyzing the performance of our model. Table 2.3 shows how such a confusion
matrix looks like for a given a set of c unique classes Ci within the n labels from y. The
columns store the actual classes of y, whereas the rows store the predicted classes of ŷ. The
cells xij then store how often a sample was classified as Ci but was actually of class Cj . The
main diagonal of the confusion matrix (i = j) thus holds all matching/correct predictions, and
all other cells contain mismatching/incorrect predictions. If there are n labels, then the sum
of the confusion matrix cells must be equal to n, more formally,

∑c
i,j=1 xij = n.

In case of binary classification, we only have two unique classes, i.e., c = 2 with C1 and C2.
For convenience, we will set C1 = −1 and C2 = +1 and refer to them as the negative class
and the positive class, respectively (we will also call the associated samples negative samples
and positive samples). This leads to a simplified, binary confusion matrix shown in Table 2.4,
where the previous entries x are replaced by the following four human-readable counts:



Machine Learning 19

Actual
y = C1 . . . y = Cc

P
re
di
ct
ed

ŷ = C1 x11 . . . x1c

...
...

. . .
...

ŷ = Cc xc1 . . . xcc

Table 2.3: Confusion matrix with c classes.

• TN = True Negative: Counts how many negative samples have been correctly predicted
as negative (y = −1, ŷ = −1).

• FN = False Negative: Counts how many positive samples have been incorrectly predicted
as negative (y = +1, ŷ = −1).

• FP = False Positive: Counts how many negative samples have been incorrectly predicted
as positive (y = −1, ŷ = +1).

• TP = True Positive: Counts how many positive samples have been correctly predicted
as positive (y = +1, ŷ = +1).

Actual
y = −1 y = +1

P
re
di
ct
ed ŷ = −1 TN FN

ŷ = +1 FP TP

Table 2.4: Binary confusion matrix.

Based on these numbers, we can calculate different evaluation metrics, where we will list
the ones used in this thesis in the following:

• Accuracy (ACC): This metric shows how many samples out of all samples were correctly
predicted. In other words, it can be used to answer the question “How often was our
model correct?”. It yields values in the range [0, 1] (higher is better), and it is formally
defined in Equation 2.8:

ACC =
TP + TN

TP + TN + FP + FN
(2.8)

• True Positive Rate (TPR): This metric (also called sensitivity or recall) shows how many
samples out of all actually positive samples were correctly predicted as positive. In other
words, it can be used to answer the question “How many positive samples was our model
able to detect?”. It yields values in the range [0, 1] (higher is better), and it is formally
defined in Equation 2.9:

TPR =
TP

TP + FN
(2.9)

• Positive Predictive Value (PPV): This metric (also called precision) shows how many
samples out of all predicted positive samples are actually positive. In other words, it can
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be used to answer the question “Out of all the predicted positive samples, how many are
actually correct?”. It yields values in the range [0, 1] (higher is better), and it is formally
defined in Equation 2.10:

PPV =
TP

TP + FP
(2.10)

• False Positive Rate (FPR): This metric (also called fall-out) shows how many samples
out of all actually negative samples were incorrectly predicted as positive. In other words,
it can be used to answer the question “How often did our model erroneously predict
an actually negative sample as positive?”. It yields values in the range [0, 1] (lower is
better), and it is formally defined in Equation 2.11:

FPR =
FP

FP + TN
(2.11)

• F1 Score (F1): This metric (also called F-measure) is the harmonic mean of the PPV
and the TPR (precision and recall) and is thus a more expressive measure (both other
metrics must be high in order for the F1 score to be high). It yields values in the range
[0, 1] (higher is better), and it is formally defined in Equation 2.12:

F1 =
2

1
PPV + 1

TPR
= 2 · PPV · TPR

PPV + TPR
=

2TP
2TP + FP + FN

(2.12)

• Matthews Correlation Coefficient [115] (MCC): This metric takes all confusion matrix
entries into account and calculates a correlation value. Unlike all other metrics, it is robust
against imbalanced data [22] and yields values in the range [−1, 1] (higher is better),
where −1 represents the worst possible prediction (every sample was misclassified), 0
represents a random assignment and +1 represents the best possible prediction (every
sample was correctly classified). It is formally defined in Equation 2.13:

MCC =
TP · TN + FP · FN√

(TP + FP) · (TP + FN) · (TN + FP) · (TN + FN)
(2.13)

Of course, these metrics can be extended to multi-class problems (c > 2). One way is to
micro-average the confusion matrix counts, which means to globally sum up all counts, i.e.,
sum all TN, FN, FP and TP of all individual classes, and then calculate the selected metric
based on these global counts. Another option is macro-averaging, where the selected metric is
calculated for each individual class (Ci vs ¬Ci ∀i ∈ [1, c]), and then the resulting c metrics are
averaged.

2.4.3.4 Random Forests

There are many machine learning models for supervised learning, ranging from simple decision
trees and k-nearest neighbor models to support vector machines and artificial neural networks.
In this thesis, we focus on random forests [24], which are part of ensemble learning, meaning
that multiple models are used for the final prediction in order to improve the results. In case
of a random forest, the inner models are multiple decision trees, and the final prediction is
based on, e.g., an average of the predictions (for regression) or on the class that was predicted
most often (for classification), although other methods are possible.

In short, a decision tree splits the samples of the input data in such a way that the classes
of the labels are best separated. Starting from all samples at the root node, a discriminating
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feature is selected and the samples are split into two nodes based on a chosen feature threshold.
This procedure is repeated recursively until some stopping criterion is reached, e.g., the
maximum tree depth is reached or the node cannot be split anymore (e.g., only contains
samples from a single class). After the training phase, predictions can be made by following
the different tree branches (according to the tree’s feature thresholds) until a leaf node is
reached. The leaf node either represents the predicted class for the current sample, or it
contains probabilities of all the possible classes.

The randomness in random forests was introduced to reduce variance, i.e., to avoid the
overfitting of individual decision trees, and it can be enabled in two main phases of the learning
process. The first one is the sampling phase, where a random subset of the original data is
drawn with replacement, so the different inner decision trees operate on different data. In each
decision tree, the second phase is selecting how many features (again, a random subset) to use
from the sampled data for making a tree split. The concrete sampling method as well as the
splitting configurations are often implementation-specific and can be adjusted through various
hyperparameters [131], which also include settings such as the number of inner decision trees
and their maximum depth.

Another important part of a random forest is its built-in feature importance evaluation,
i.e., an evaluation of the discriminating properties of features with respect to the class labels.
Since the internal decision trees split the data and their labels based on discriminating features
of the input data, we know after training the model which features these are, i.e., we know
which of our features are more discriminating and thus more important (the labels could be
separated well), and which of our features are less discriminating and thus less important
(the labels could not be separated well). Figure 2.9 shows a small example of ten labeled
samples (five samples are of class A and five of class B), each represented with three features
f1, f2 and f3, and a possible split by a single decision tree using the default implementation of
scikit-learn [131]. This implementation relies on the so-called Gini importance (also referred to
as Mean Decrease Impurity), which basically measures how good a split is, i.e., the better the
classes can be separated, the more “pure” the nodes become (for more information, we refer
the interested reader to [24, 108]). The example reveals that feature f3 was selected as the
most discriminating/important feature (importance value of 0.57), followed by f1 (importance
value of 0.43) and lastly f2 (importance value of 0). In the context of this thesis, it suffices to
know which features performed better than others, i.e., we do not need the exact importance
values. Using the example from above, it is thus only relevant for us that the ordering/ranking
is f3 → f1 → f2 (from most important to least important feature).

2.4.4 Unsupervised Learning

In unsupervised learning, the goal is to extract characteristics of the data pointsX only, i.e., no
labels are required. There are two main approaches: methods that find discriminating features
within the data and generative models that try to model the underlying data distribution.

For the former, the two most important types are projection methods and clustering.
Projection methods aim to to project or transform the input data into a (typically) low-
dimensional space, where essential data characteristics, patterns and clusters can be identified
more easily. They can also be useful for visualizing high-dimensional data by reducing the
dimensionality to three or two components. Often, information loss is an issue that must be
kept in mind, especially when the dimensionality reduction is significant. Clustering aims
to identify patterns that can then be used for creating clusters of similar data, i.e., splitting
the data into groups with common characteristics. Examples of projection methods include
Principal Component Analysis [194] (PCA, linear dimensionality reduction) or t-distributed
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f1 f2 f3 Label

101 0 50 A
102 0 52 A
108 0 107 A
110 0 78 A
115 0 55 A

102 0 70 B
109 0 57 B
12 0 51 B
41 0 103 B
37 0 43 B

Feature Importance
f1 f2 f3

0.43 0 0.57

gini = 0.0
samples = 2
value = [0, 2]

class = B

gini = 0.0
samples = 2
value = [2, 0]

class = A

gini = 0.0
samples = 3
value = [3, 0]

class = A

f3 <= 74.0
gini = 0.5

samples = 4
value = [2, 2]

class = A

gini = 0.0
samples = 3
value = [0, 3]

class = B

f3 <= 56.0
gini = 0.408
samples = 7
value = [5, 2]

class = A

f1 <= 71.0
gini = 0.5

samples = 10
value = [5, 5]

class = A

Figure 2.9: Example of a decision tree using the default scikit-learn implementation [131]
and how it split ten labeled samples according to the values of three features, including their
resulting feature importance values. The information displayed in a node includes the predicted
class after the training phase, the values it contains (i.e., how many samples of class A and B,
respectively), its total number of samples (equal to the sum of value), the Gini importance (cf.
[24, 108] for details) and, for non-leaf nodes, the feature fi and the condition used for splitting.
When aggregated over all nodes, the (normalized) Gini importance for all three features is
0.43 for f1, 0 for f2 and 0.57 for f3 (cf. Section A.1 on p. 197 for details), which means that
the ordering/ranking from most important to least important feature is f3 → f1 → f2.
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Stochastic Neighbor Embedding [111] (t-SNE, non-linear dimensionality reduction), and an
example of clustering is hierarchical clustering.

Generative models, on the other hand, try to model the hidden, true data distribution
given by X, which can then be used to generate data points based on the identified, estimated
distribution. The aim is to generalize and find an appropriate representation for the training
data rather than simply memorizing it. Again, clustering is a common type of generative
unsupervised learning. The goal of finding common patterns and groups of similar data is the
same as described above, however, the means to reach this goal differ (data inspection compared
to model creation). Examples include Gaussian mixture models or k-means clustering.

The theoretical background for calculating the loss and estimating the risk is more compli-
cated than for the supervised setting. However, such detailed information is not necessary in
the context of this thesis, so we refer the interested reader to [76].

2.4.4.1 Evaluation Metrics

Predominantly for clustering models, we would again like to know how well they perform, but
unlike with the supervised approach, we often do not have any “ground truth” available (e.g.,
labels y indicating the true cluster assignment of the data samples), which we could use for
the performance evaluation. Instead, several measures exist that do not require labels, which
are called internal evaluation metrics. A problem with this kind of evaluation is that the
metrics themselves represent some sort of clustering order, i.e., calculating a metric for a given
clustering may correlate with how this clustering was achieved. If the machine learning model
extracted the clusters based on similar traits which also the evaluation metric uses for the
score calculation, then chances are high that such a model will get higher scores. Conversely,
if the model relies on completely different data characteristics, low scores can be expected,
which, however, does not necessarily mean that the clustering is bad, only that the evaluation
metric and the model’s optimization objective do not align. We list some of the commonly
used metrics, which all define good clusters to be dense/compact and well separated, and bad
clusters to be sparse and/or overlapping:

• Silhouette coefficient [147]: This metric measures for each sample how close/similar it is
to objects in the same cluster (intra-cluster distance) and how far away/dissimilar it is
to objects in the next nearest clusters (inter-cluster distance). It yields values in the
range [−1, 1] (higher is better), where −1 means the worst possible clustering, 0 means
overlapping clusters and +1 means the best possible clustering.

• Davies-Bouldin index [46]: This metric measures for each cluster how similar it is to the
next nearest cluster by calculating the ratio of the sum of the two cluster sizes/diameters
(average distance of all objects to the cluster centroid) to their distance. It yields values
in the range [0, inf) (lower is better), where 0 means the best possible clustering and
higher values indicate worse clustering.

• Dunn index [52]: This metric measures the ratio of the minimum distance between
clusters (inter-cluster distance) to the maximum distance within clusters (intra-cluster
distance/cluster diameter). It yields values in the range [0, inf) (higher is better), where
0 means the worst possible clustering and higher values indicate better clustering.

• Caliński-Harabasz index [28]: This metric (also called Variance Ratio Criterion) measures
the ratio of the dispersion within clusters (intra-cluster dispersion) and the dispersion
between other clusters (inter-cluster dispersion). It yields values in the range [0, inf)
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(higher is better), where 0 means the worst possible clustering and higher values indicate
better clustering.

To get an overview how the scores of the above metrics are affected by different datasets with
different clusters, Figure 2.10 shows ten different examples. Each example contains a dataset
with color-encoded clusters, and the table next to the dataset plot lists the corresponding
values of all internal evaluation metrics described above.

Note that all these metrics include the calculation of distances as well as determining
cluster centroids or cluster diameters and the definition of inter- and intra-cluster distances
(e.g., average distance between all sample pairs, average distances based on the centroids,
smallest/largest distance of any sample pair), which is often implementation-specific and/or
parameterizable [131]. Since distances are essential, we also briefly mention a few of the
commonly used distance metrics:

• Euclidean distance: straight line distance, formally defined in Equation 2.14 for vectors
u and v of length n:

d(u,v) =

√√√√ n∑
i=1

(ui − vi)2 (2.14)

• Manhattan distance: city block distance, formally defined in Equation 2.15 for vectors u
and v of length n:

d(u,v) =

n∑
i=1

|ui − vi| (2.15)

• Cosine distance: distance based on the cosine similarity, formally defined in Equation 2.16
for vectors u and v of length n:

d(u,v) = 1− u · v
‖u‖‖v‖

= 1−

n∑
i=1

uivi√
n∑
i=1

u2i

√
n∑
i=1

v2i

(2.16)

In case we do have knowledge of the “ground truth”, e.g., labels y indicating the true cluster
assignment are available, we can use external evaluation metrics. In principle, these metrics
can be compared to the ones used for evaluating classification problems in supervised machine
learning, with the distinction that the cluster labels can be permuted without affecting the
score, nor do they have to be exactly equal. For example, given true labels y = (0, 0, 0, 1, 1),
all the following predicted cluster assignments (also called partitions) would be regarded as a
perfect clustering: ŷ = (1, 1, 1, 0, 0) (permutation), ŷ = (2, 2, 2, 1, 1) (non-matching labels),
ŷ = (1, 1, 1, 2, 2) (permutation and non-matching labels). External evaluation metrics also
come with some problems. First and foremost, they require the presence of labels, which is
often not the case in real-world applications. Moreover, the given labels may only indicate one
clustering, but there might be additional or different clusters, which could also be valid. We
list some metrics in the following:

• Adjusted Rand index [78] (ARI): This metric measures the similarity of two cluster
assignments and is comparable to the accuracy score (cf. Equation 2.8). It is based
on the Rand index (RI) but corrected for chance, so the ARI yields values between
[−1, 1] (higher is better), where −1 means a complete disagreement to the true cluster
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(a) Extremely uneven clusters (99/1).
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(b) Uneven clusters (60/40) that are close together.
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(c) Uneven clusters (70/30) with slightly lower
variance.
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(d) Mostly even clusters (49/51) but one has two
outlier samples.
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(e) Even clusters with very low variance that are
close together.
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(f) Even clusters with very low variance that are
farther apart.
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(g) Even clusters with higher variance that are
close together.

0.0 0.5 1.0

0.0

0.5

1.0 Metric Score

Silhouette 0.88
Davies-B. 0.16
Dunn 2.16
Caliński-H. 2928.00

(h) Even clusters with higher variance that are
farther apart.
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(i) Even clusters that overlap significantly.
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(j) Even clusters with higher variance that overlap
slightly.

Figure 2.10: Internal evaluation metrics and their scores for different datasets, each of which
has 100 samples that are distributed among two clusters.
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labels, values around 0 represent random cluster assignments and +1 means a perfect
clustering. The RI is defined in Equation 2.17, followed by the definition of the ARI in
Equation 2.18, where TP is the number of pairs of samples that are part of the same
clusters in y and ŷ (true positives), TN is the number of pairs of samples that are both
in different clusters in y and ŷ (true negatives), n is the total number of samples and
E(RI) is the expected RI of random labeling:

RI =
TP + TN(

n
2

) =
TP + TN
n(n−1)

2

(2.17)

ARI =
RI− E(RI)

max(RI)− E(RI)
(2.18)

• V-measure [146]: This metric is the harmonic mean of the homogeneity h (a cluster only
contains samples of a single class) and the completeness c (all samples of a single class are
contained in a single cluster). Depending on whether one of the two should be weighted
more, parameter β can be adjusted to values larger than one (focus completeness) or
lower than one (focus homogeneity). It yields values in the range [0, 1] (higher is better),
and it is formally defined in Equation 2.19:

Vβ =
(1 + β) · h · c
β · h+ c

(2.19)

• Fowlkes-Mallows index [56] (FMI): This metric is the geometric mean of the precision
(cf. Equation 2.10) and the recall (cf. Equation 2.9), which is similar to the F1 score that
uses the harmonic mean instead (cf. Equation 2.12). It yields values in the range [0, 1]
(higher is better), and it is formally defined in Equation 2.20, where TP is the number of
pairs of samples that are part of the same clusters in y and ŷ (true positives), FP is the
number of pairs of samples that are part of the same cluster in y but part of different
clusters in ŷ (false positives) and FN is the number of pairs of samples that are part of
different clusters in y but in the same cluster in ŷ (false negatives):

FMI =

√
TP

TP + FP
· TP
TP + FN

=
TP√

(TP + FP) · (TP + FN)
(2.20)

Since both internal and external evaluations pose different problems, human evaluation
is still an important part in clustering. The different metrics, appropriate visualizations and
cluster statistics can be used as guidance to determine whether the results are satisfying.

2.4.4.2 t-distributed Stochastic Neighbor Embedding (t-SNE)

t-SNE [111] is a projection method for reducing the dimensionality of high-dimensional data for
the purpose of visualization and revealing structures. The original, high-dimensional samples
are represented with a probability distribution, where similar samples have a higher probability
than dissimilar samples, and afterwards, a similar probability distribution is constructed in
the low-dimensional (commonly 2D) space. The Kullback-Leibler divergence [96] (metric for
determining the difference between two probability distributions) is then minimized for these two
distributions. The algorithm’s performance can be controlled by the hyperparameter perplexity
that “can be interpreted as a smooth measure of the effective number of neighbors” [111], “which
says (loosely) how to balance attention between local and global aspects of your data” [188].
Wattenberg et al. [188] state that the resulting visual clusters depend on the chosen perplexity
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and multiple results with different values should be analyzed, where typical values range
from five to 50 [111]. Moreover, cluster sizes and distances between clusters might not mean
anything [188], so care must be taken to avoid false assumptions based on these visual cues.

Figure 2.11 shows the application of t-SNE on two datasets with varying perplexity values p.
In Figure 2.11a, the first dataset is made up from two clusters C1 and C2 containing 2D points
(Xi, Yi),9 each with 100 samples drawn from the normal distributions X1, Y1 ∼ N (1, 0.12)
and X2, Y2 ∼ N (2, 0.12), respectively. The data points are color-encoded according to the
distribution they were sampled from (“ground truth”), however, t-SNE has no knowledge of the
true cluster labels and also does not produce/predict any output labels since it is a projection
method and not a clustering model.10 We can see that for p = 2, p = 10 and p = 100, the
resulting visualizations do not reveal any structure in the data, whereas the other perplexity
values work just fine. In Figure 2.11b, we added a third cluster C3 with samples drawn from
X3 ∼ N (2, 0.12) and Y3 ∼ N (1.7, 0.12), i.e., a cluster whose y-coordinates are slightly below
those from cluster C2. Again, we can see that more extreme perplexity values do not seem
to work well. However, p = 10 not only yields a much better visualization than for the first
dataset but arguably also the best among all other perplexity values since it can tell the rather
close and thus partially overlapping clusters C2 and C3 apart.

Original Data p = 2 p = 10 p = 30 p = 50 p = 100

(a) t-SNE applied on a dataset with two clusters.

Original Data p = 2 p = 10 p = 30 p = 50 p = 100

(b) t-SNE applied on a dataset with three clusters.

Figure 2.11: Varying perplexity values p when applying t-SNE on two example datasets.

2.4.4.3 k-Means

The k-means algorithm [112] tries to assign the n samples of X to k clusters C, where each
sample xi should be in the cluster Cj (with j ∈ [1, k]) whose mean/centroid µj is closest given
the squared Euclidean distance (cf. Equation 2.14). In other words, k-means tries to minimize
the within-cluster sum of squares (intra-cluster variance) by choosing appropriate centroids,
which is formally defined in Equation 2.21:

n∑
i=0

min
µj∈C

(
‖xi − µj‖2

)
(2.21)

9Note that for the purpose of this example, the data is already in a low-dimension, for which there would
be no actual need of applying t-SNE as it can be visualized out of the box.

10However, we can use the visualizations to assign cluster labels afterwards, e.g., by manual inspection.
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The cluster centroids are calculated based on the arithmetic mean, and they are typically
not part of the original samples. At the start, k centroids are generated randomly, and then
the samples are assigned according to their nearest distance, creating k clusters. Afterwards,
the centroids are updated based on the samples in the corresponding clusters. This process
is repeated until the algorithm converges or a predefined limit is reached. To speed up this
convergence, the initial centroids can be chosen more carefully, e.g., using k-means++ [6]. The
number of clusters k must be chosen at the beginning, which can be difficult if the number
of expected clusters is unknown as it is often the case in real-world scenarios. This can be
addressed, e.g., using the elbow method (different k are tested, their resulting explained
variance is plotted against k, and then the k is chosen according to the “elbow” of the plot,
i.e., where most variance is explained and higher k do no longer significantly contribute to an
even higher explained variance) or using any of the internal evaluation metrics.

k-means is an often used algorithm due to its simplicity and fast performance which makes
it applicable even for large datasets. However, there are some caveats that must be considered,
one of which is the fact that the intra-cluster variance minimization as defined above assumes
isotropic clusters (the variance is equal in all directions), so differently shaped clusters might
not be identified correctly. Standardizing the input data can be helpful in this regard (cf.
Section 2.5.1). Figure 2.12 presents various clustering examples of unevenly sized clusters,
anisotropic clusters and clusters with different variances. The actual clusters are shown in
Figure 2.12a, whereas the predicted clusters using k-means are presented in Figure 2.12b.

2.4.4.4 Hierarchical Clustering

The main approach of hierarchical clustering is the step-by-step process of creating clusters,
which can be divided into two categories: divisive and agglomerative clustering [145]. Divisive
clustering is a top-down approach, where all samples of X initially start in one single cluster,
and this cluster is then repeatedly split into smaller subclusters until every sample is contained
in its own cluster. Agglomerative clustering works in the exact opposite direction, i.e., it is
a bottom-up approach where samples are continually merged into growing clusters until all
samples are in one final cluster. The following concepts are described based on the latter.11

Hierarchical agglomerative clustering starts with the n samples in n clusters C, i.e.,
Ci = {xi} ∀i ∈ [1, n]. Then, the two closest clusters are merged based on some distance
metric d (cf. the different distance metrics listed in Section 2.4.4.1) and on some linkage
criterion D, which can be considered as a distance measure between clusters. The objective
of the merging process is thus the minimization of distances. This results in n− 1 clusters,
where the merged cluster Cij now contains all samples from Ci and Cj , which are two samples
at the very beginning, i.e., Cij = Ci ∪ Cj = {xi,xj}. The merging of the two closest clusters
is then repeated until only one cluster remains which contains all samples xi ∈X (stopping
at an earlier merging step where still more clusters are available can be achieved by looking at
the distances of the individual clusters (using a dendrogram) as explained further below with
an example shown in Figure 2.13). There are several linkage criteria, some of them we list in
the following:

11The concepts can be applied to divisive clustering as well but just in their opposite direction (e.g., splitting
instead of merging or farthest distance instead of nearest distance).
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(a) The three datasets, each with their three actual clusters: different cluster sizes (left), anisotropic
clusters (middle), clusters with different variances (right).
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(b) The clusters predicted by k-means.
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(c) The clusters predicted by agglomerative clustering with Euclidean distance and Ward’s method.
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(d) The clusters predicted by BIRCH.

Figure 2.12: Three example datasets with three clusters and their predicted clusters using
different unsupervised machine learning models. The cluster colors vary between the models,
which does not mean anything since the cluster labels are independent of any ordering.
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• Single linkage: This criterion (also called minimum linkage) determines the minimum
distance between all sample pairs of two clusters. It uses some specified vector distance d
to calculate the cluster distance D between (potentially differently sized) clusters U and
V and their samples u and v as defined in Equation 2.22:

D(U, V ) = min
u∈U,v∈V

d(u,v) (2.22)

• Complete linkage: This criterion (also called maximum linkage) determines the maximum
distance between all sample pairs of two clusters. It uses some specified vector distance d
to calculate the cluster distance D between (potentially differently sized) clusters U and
V and their samples u and v as defined in Equation 2.23:

D(U, V ) = max
u∈U,v∈V

d(u,v) (2.23)

• Weighted average linkage [172]: This criterion (also called WPGMA for Weighted Pair
Group Method with Arithmetic Mean) determines the average distance between all sample
pairs of two clusters without explicitly accounting for their sizes. It calculates the cluster
distance D between (potentially differently sized) clusters U and V , where cluster U was
previously constructed from subclusters S and T as defined in Equation 2.24:

D(U, V ) = D(S ∪ T, V ) =
D(S, V ) +D(T, V )

2
(2.24)

Before the above formula can be applied, the initial distances between the individual
samples (single-sample clusters) have to be calculated based on some specified vector
distance d, i.e., D(U ′, V ′) = d(u,v) ∀U ′ = {u}, V ′ = {v}.

• Ward’s method [89]: This criterion determines the variance between all sample pairs
of two clusters and is thus comparable to the objective of k-means clustering. It
calculates the cluster distance D between (potentially differently sized) clusters U and
V , where cluster U was previously constructed from subclusters S and T as defined in
Equation 2.25:

D(U, V ) = D(S ∪ T, V ) =

√
|V |+ |S|

N
D(V, S)2 +

|V |+ |T |
N

D(V, T )2 − |V |
N
D(S, T )2

(2.25)
where | ∗ | represents the cluster’s cardinality and N = |V |+ |S|+ |T |. Analogously to
the weighted average linkage from above, the initial distances between the individual
samples (single-sample clusters) must first be calculated based on some specified vector
distance d, i.e., D(U ′, V ′) = d(u,v) ∀U ′ = {u}, V ′ = {v}.

After the entire merging process, the final result is a linkage matrix which stores all the
calculated distances, i.e., the entire agglomerative clustering hierarchy. Such a matrix can
then be visualized with a dendrogram [126], which uses a tree to display the distances between
clusters and how they are linked to their subclusters (the cluster hierarchy). Each level in
the tree represents exactly one merge step, which means that the tree has a depth of n− 1
since the n samples were merged n − 1 times in order to get the final root cluster with all
samples. This has the advantage that the number of clusters k does not need to be specified
in advance but can be determined based on the dendrogram. Choosing some k then simply
means cutting the tree at depth k − 1, which yields k clusters. Figure 2.13 shows an example
of a dataset of 30 samples that form three clusters. Running the agglomerative clustering
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yields the linkage matrix which is visualized in Figure 2.13a. The x-axis shows the individual
samples of the dataset, the y-axis represents the distance between clusters. In the dendrogram,
we can see that there are three dense areas/branches: the left one from sample 21 to sample 2,
the middle one from sample 17 to sample 28 and the right one from sample 15 to sample 10.
This is a good indication where to cut the tree and thus extract the clusters. Therefore, we
cut the tree at depth two, i.e., just at the level of our three main branches, which results in
three clusters. This cut and the resulting clusters are visualized in the colored dendrogram
in Figure 2.13b, where we additionally show the final clustering result in the original data
space (left figure). Especially for large datasets, it can be useful not to display every single
sample in the dendrogram but to merge clusters based on the closest distance until only a
specified number of tree branches remain. Figure 2.14 shows a truncated dendrogram of the
above example where the branch limit was set to ten. Plain numbers still represent single
samples (e.g., the third branch from the left indicates sample 3), numbers within brackets (x),
on the other hand, indicate merged clusters of size x (e.g., the last branch on the right (6)
represents a cluster with six samples).
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(a) The 30 samples forming three clusters (left) and the dendrogram (right) that was created based on
the linkage matrix from agglomerative clustering with Euclidean distance and Ward’s method.
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(b) The same dendrogram (right) but with the tree cut at depth two, which results in clustering the
samples into three groups that are shown for the original samples (left)

Figure 2.13: Example of agglomerative clustering and the dendrogram visualization based
on a dataset of 30 samples and three clusters.

For hierarchical clustering, there are also some points to consider. First, for large datasets,
the linkage matrix becomes rather large and may pose some memory problems. Second, new
samples cannot simply be assigned to existing clusters since hierarchical clustering, unlike
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Figure 2.14: A truncated version of the dendrogram in Figure 2.13b.

k-means, is not a generative approach (cf. Section 2.4.3), and thus, the entire hierarchy must
be rebuilt. Moreover, the identified clusters largely depend on the chosen linkage criterion.
For example, single linkage tends to create uneven cluster sizes, whereas Ward’s method leads
to more evenly sized clusters. In Figure 2.12, we again show how agglomerative clustering
performs on example datasets. The actual clusters are shown in Figure 2.12a, whereas the
predicted clusters using agglomerative clustering with Euclidean distance for d and Ward’s
method for D are presented in Figure 2.12c.

2.4.4.5 Balanced Iterative Reducing and Clustering using Hierarchies (BIRCH)

BIRCH [206] was specifically designed for large datasets. A clustering feature (CF) tree is built
incrementally from the input samples, and it is height-balanced using a specifiable branching
factor b and threshold t. The nodes of the tree do not contain the original samples but only
aggregations thereof, so-called CF subclusters, which drastically reduces resource consumption
(time and memory). A CF subcluster only stores its sample count m and both the linear sum
(vector) l =

∑m
i=1 xi as well as the squared sum (scalar) s =

∑m
i=1 ‖xi‖2 of the subcluster

samples. Given these aggregated measures, the subcluster centroid c and its radius r can be
calculated as defined in Equation 2.26:

c =

m∑
i=1
xi

m
=
l

m
and r =

√√√√√ m∑
i=1

(xi − c)2

m
=

√
s

m
−
(
l

m

)2

(2.26)

Each node can hold multiple CF subclusters, which is bound by the branching factor b. In case
it is not a leaf node, the subclusters can also contain a link to another node further down in the
tree hierarchy. Staring with the root node, a new sample is tried to be fit into the subcluster
that has the smallest radius r after adding the sample, or a new subcluster is created if the
threshold t is exceeded. If the selected subcluster has any child nodes, then this process is
repeated until a leaf is reached. Afterwards, the stored data (m, l, s) is recursively updated.
In case the branching factor b is reached, i.e., the current node already has the maximum
number of subclusters, then this node is split into two child nodes, where all subclusters of
the node must be distributed again. The current node’s parent subcluster (the aggregation of
all the node’s subclusters) is then replaced with the two aggregated subclusters of the two
new nodes. The final cluster of a sample corresponds to the CF subcluster leaf to which it is
assigned. This means that BIRCH automatically identifies the number of clusters, which is the
number of leafs in the tree. Alternatively, another clustering algorithm such as agglomerative
clustering can be applied on the CF subcluster leafs to cluster them into k groups, where k
must be less than or equal to the number of leafs. In Figure 2.12d, we also present how BIRCH
performs on the example datasets compared to the actual clusters shown in Figure 2.12a.
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2.5 Statistical Background

In this section, we establish a common ground for the terms standardization and normalization,
and then we present statistical correlation and test methods used in this thesis.

2.5.1 Standardization

Standardization means scaling values to have an arithmetic mean of zero and a standard
deviation/variance of one (zero mean, unit variance). More formally, given a set of values
X = {x1, . . . , xn | xi ∈ R}, its arithmetic mean µ = 1

n

∑n
i=1 xi and its standard deviation

σ =
√

1
n

∑n
i=1 (xi − µ)2, the standardized set Xs is calculated as defined in Equation 2.27:

Xs =

{
xi − µ
σ

| ∀xi ∈ X
}

(2.27)

If all values in X are equal, then σ = 0. In this case, only the mean µ is subtracted, which
yields a standardized set of values Xs that only contains zeros (since µ = xi ∀xi ∈ X).

Figure 2.15 visualizes an example dataset of 100 values and the effect of standardization.
All values were drawn from a normal distribution with a mean of five and a standard deviation
of three, formally given by N (µ, σ2) = N (5, 32). In Figure 2.15a, the original, unaltered
data and its histogram are shown. In Figure 2.15b, the standardized data is shown with
the new mean of zero and unit variance as if sampled from the normal distribution given by
N (0, 1). This example demonstrates that the mean and standard deviation of the data change,
but the proportions and relative distances of the individual data points are not affected, i.e.,
the original distribution is not changed, which is expected since standardization is a linear
transformation.
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(a) Data and histogram before standardization.
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(b) Data and histogram after standardization.

Figure 2.15: Example dataset and its histogram in the original scale (left) and after
standardization (right).

2.5.2 Normalization

In this thesis, normalization is the procedure to scale values to the range [0, 1]. More formally,
given a set of values X = {x1, . . . , xn | xi ∈ R}, its minimum value min(X) and its maximum
value max(X), the normalized set Xn is calculated as defined in Equation 2.28:

Xn =

{
xi −min(X)

max(X)−min(X)
| ∀xi ∈ X

}
(2.28)
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If all values in X are equal, then max(X) − min(X) = 0. In this case, only the minimum
min(X) is subtracted, which yields a normalized set of values Xn that only contains zeros
(since min(X) = xi ∀xi ∈ X).

Figure 2.16 shows the same example as Figure 2.15, i.e., 100 values randomly sampled from
N (5, 32), but now, normalization is applied. Since normalization is also a linear transformation,
the original distribution is not changed, as can be clearly seen in the histograms shown in
Figure 2.16a and Figure 2.16b.
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(a) Data and histogram before normalization.
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(b) Data and histogram after normalization.

Figure 2.16: Example dataset and its histogram in the original scale (left) and after
normalization (right).

2.5.3 Pearson Correlation

We can check whether two variables X and Y correlate with each other using different
correlation measures that typically yield values close to +1 for a strong positive correlation,
values close to −1 for a strong negative correlation and values around 0 for no correlation. One
of the most widely used measures is the Pearson correlation coefficient ρX,Y , which calculates
the linear correlation based on the covariance cov(X,Y ) = 1

n

∑n
i=1 (xi − µX) · (yi − µY ) and

standard deviations σX and σY as shown in Equation 2.29:

ρX,Y =
cov(X,Y )

σX · σY
(2.29)

A visual representation of examples best demonstrates how various X and Y yield different
correlation coefficients. Figure 2.17 displays various datasets of two-dimensional points with
coordinates represented by X and Y . In the first data row, we can see that the Pearson
correlation coefficient takes on values close to ±1 the stronger the data points resemble a
straight line, either with X and Y in the same direction (positive correlation) or in the opposite
direction (negative correlation). The second data row clearly shows that the correlation does
not represent the slope of the direction (the middle dataset is undefined because σY = 0 and
thus Equation 2.29 cannot be computed). Naturally, since the Pearson correlation is based on
linear correlation, it cannot detect non-linear relationships, as can be seen in the third data
row, where all datasets have a correlation of 0 (= no correlation).

2.5.4 Wilcoxon Signed-Rank Test

The Wilcoxon signed-rank test [189] is a statistical hypothesis test used for paired/matched
samples (one sample ai of the first dataset A must have a corresponding sample bi in the
second dataset B) to check whether two datasets come from the same distribution (null
hypothesis) or not (alternative hypothesis). Internally, the differences (ai− bi) of all data pairs
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Figure 2.17: Example datasets and their Pearson correlation coefficients, adapted from [37].

are calculated and ranked according to their absolute value, which is ultimately used to check
whether the median of all differences is around zero. Thereby, differences that are exactly zero
are discarded in the ranking process per default. However, Pratt’s [137] method can be used
as an alternative that incorporates these zero-differences, which is useful when dealing with
ordinal data where zero-differences are not unlikely. For checking if the null hypothesis must
be rejected or, alternatively, cannot be rejected, the p-value is calculated (probability based
on the calculated test statistic). The smaller the p-value is, the less confident we are that the
null hypothesis is true. This confidence is expressed via the significance level α, with typical
values of 0.1, 0.05 or 0.01 (lower values mean stricter significance thresholds, or, alternatively,
higher confidence levels since the confidence level is 1−α). If the p-value is equal to or smaller
than the chosen α, we are confident enough and must reject the null hypothesis, which means
that the median of the differences is not around zero, i.e., the differences of the two datasets
are statistically significantly different. Conversely, if the p-value is larger than α, we are not
confident enough and thus cannot reject the null hypothesis, meaning that the median of
the differences appears to be around zero, i.e., the differences of the two datasets are not
statistically significantly different. Since we check differences in both directions, this is referred
to as the two-sided version.

There also exist two one-sided variations of the hypothesis test. One is checking whether the
median of the differences is equal to zero or positive (null hypothesis) or negative (alternative
hypothesis), and the other is checking whether the median of the differences is equal to zero
or negative (null hypothesis) or positive (alternative hypothesis). This can be used to confirm
that one dataset is statistically significantly smaller or larger than the other by rejecting the
corresponding null hypothesis in favor of its alternative. Since we now only check differences
in a single direction compared to the two-sided version above, we must adapt the significance
level accordingly to α

2 .

2.5.5 Box Plots

Box plots [116] are used to visualize the distribution and important characteristics of a set of
values. Since there are slight variations possible, we briefly introduce the box plots that we
use throughout this thesis. As an example, we randomly sample 50 values from N (10, 1) and
manually replace two of these values with 4 and 5. Figure 2.18 visualizes the resulting dataset
with a box plot. The box ranges from the first quartile (25% percentile) to the third quartile
(75% percentile), the so-called interquartile range (IQR). The line in the middle indicates
the median (50% percentile). Left and right to the box are the whiskers, which represent
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values outside the IQR. They extend to the lowest and highest data point but are limited to
a maximum of 1.5 · IQR. All values that surpass this threshold are considered outliers and
are visualized with diamond-shaped symbols as shown in the example for values 4 and 5. For
more details, Table 2.5 provides an overview of various statistics.

4 5 6 7 8 9 10 11 12

Figure 2.18: Example of a box plot with lower outlier values (cf. Table 2.5 for details).

µ σ min p10 p25 p50 p75 p90 max

9.88 1.57 4.00 8.38 9.17 10.08 10.84 11.50 12.27

Table 2.5: Various statistics of the example data. µ = average, σ = standard deviation, pi =
i% percentile, min = minimum, max = maximum.
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Chapter 3

Topology-driven Crash Analysis

In this chapter, we present our first approach on tackling problems within the multi-system
environment. The goal of our process crash analysis, which is based on the topologies and
crash events of the various systems, is to identify potentially problematic software technologies
that may lead to crashes across multiple systems. The following sections cover all details
of this approach, an evaluation on real-world data, and problems and limitations we faced
throughout our work. Major parts of this chapter were published in [157].

3.1 Motivation

Faults leading to crashes are common in software systems, especially in large-scale systems due
to their high complexity [32, 127]. This can result in further failures, performance degradations
or even entire outages, which can have an economical impact as well as damage the reputation
of the service provider [32]. As systems tend to grow even further and more and more
data about their behavior is collected, manually inspecting all the crashes is unfeasible and
automated approaches are necessary, which has caught the interest of many researchers [202,
205, 181]. Since the number of crashes can become large, prioritizing them is essential to
help developers find the most important or urgent ones. Typical techniques for prioritization
are bucketing and grouping similar crashes, which can then be used, for example, to focus
on the groups with the highest number of crash occurrences. All this is an active field of
research, and many approaches have already been developed, which include the inspection of
crashes within single software systems or applications (e.g., [124]), specific products or product
families (e.g., Microsoft Windows and Office suite [68], or products from Mozilla [67]), or
certain software ecosystems such as Android [65]. However, investigating crashes that occur
across different, independent software systems has not yet been a focus in related work. If we
identified common cross-system crash causes, we could develop a fix and potentially apply
it to all affected systems, rather than having to find the same root cause multiple times and
fixing every system individually.

Analyzing crashes in a multi-system environment comes with additional challenges. First,
the technological landscape is significantly larger and much more diverse than in a single system
because various technologies are deployed in different versions and interact with a wide range of
components. Second, the multi-system aspect must be taken into consideration when filtering
and prioritizing the individual crashes, since we are especially interested in those crashes that
not only occur frequently but also across multiple systems. To this end, we developed an
approach that utilizes the topological information of systems and creates so-called software
technology tuples based on the technologies of the systems’ processes. A tuple can either store
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a single (1-tuple) or multiple technologies (n-tuple) indicating the communication between n
processes. For instance, the 2-tuple (Java, .NET) represents two connected processes, one
executing a Java-based application and the other running within a .NET environment. We
check for every tuple how often the associated process(es) crashed and merge them across all
systems. Using a specifiable ranking metric, the tuples are then sorted and the top-ranked
ones are selected for further inspection, where groups of common crash properties (e.g., the
error or exception message) are created. Finally, these resulting crash groups can be analyzed
by an engineer as a starting point for identifying the root cause of the problem, where a fix
can potentially be applied to all systems where these crashes happened.

3.2 Data Requirements and Assumptions

Our evaluation is based on the data we collected from our industry partner, however, the
general approach is independent of this particular infrastructure. In the following, we list all
required data and all our assumptions that must hold in order to apply our approach in other
settings as well.

3.2.1 Topology

The topology of a system must at least contain data of all processes, including lifetime
properties (the start and end timestamps) and, for n-tuples with n > 1, information on the
process communication. For the latter, it suffices to know whether two processes communicate
with each other or not, the tuple extraction is then simply based on their (overlapping) lifetimes.
Additionally, every process must have a list of software technologies attached that were active
throughout its lifetime. Every software technology entry must store the type (e.g., Java,
Tomcat, etc.) and the timestamp until it was active (the end timestamp1), and it can have
optional properties such as the version.

Figure 3.1 shows a small, abstract example system with three connected processes (P1 is
linked with P2, which is linked to P3, but P1 and P3 are not connected), each with data
on their lifetimes as well as the list of software technologies. From the timeline, we can see
one additional assumption of our approach. Since we only have a single timestamp for the
technologies, which are the end timestamps, we cannot know when they started. We thus
assume that every attached technology is already active when the corresponding process starts.
For instance, A and B both start together with process P1 at timestamp 100. Naturally, this
might not actually always be the case, the effects of which we discuss in Section 3.6.3.

3.2.2 Events

Events are process crashes2 that happened in a system throughout the monitored period of
time. Every event must include the time of the occurrence, the corresponding process entity
and at least one crash property (e.g., exception, stack trace, crash location).

1Ideally, there would also be a start timestamp available, which indicates when a technology became active.
However, since the data that is provided by our industry partner and that we are going to use in the evaluation
unfortunately does not contain this information, our approach must be capable of handling this limited data as
well, which is the reason we only list the end timestamp of a technology as a requirement.

2They do not necessarily need to be process crashes. In fact, our approach can handle arbitrary events with
the single restriction that they must occur on process entities. However, it must make sense to investigate such
events in combination with the software technologies, which is certainly the case for crashes.
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P2 P3P1

ID: P1
Start: 100
End: 200

ST

Type End

A 150

B 200

ID: P2
Start: 130
End: 200

ST

Type End

C 200

ID: P3
Start: 110
End: 190

ST

Type End

A 120

C 190

100 200

t

150110 120 130 190

P1
A
B

P2
C

P3
A
C

Figure 3.1: Example system with three processes and their software technologies (ST). The
timeline shows the start and end timestamps between which the various components were
active.

In Table 3.1, we show a few crash event examples of the processes in Figure 3.1 and with
the exception as the selected crash property. This could be typical crash exceptions if process
P1 was Java-based and P2 a process within the Microsoft .NET environment. In both cases,
the processes were restarted, which explains why their end timestamps are independent of the
crashes. The event timestamps can be used to see which software technologies were active
when the crash occurred. For instance, at the time of event E2, only technology B was running
on process P1, whereas for event E1, both A and B were active.3

Event Process Property: Exception Timestamp

E1 P1 java.lang.NullPointerException 105
E2 P1 java.lang.IllegalArgumentException 167
E3 P2 System.TypeInitializationException 192

Table 3.1: Example crashes with the exception property.

3.3 Approach

Now that we established the data requirements, we continue with the detailed description of
our approach. The main idea is to create so-called software technology tuples and link them
with process crashes to see which technologies seem more error-prone. After having identified

3According to our assumption that all technologies are active when the corresponding process starts.
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problematic tuples, we use any of the crash properties to investigate them more closely, which
can help us in identifying the root cause. Before the tuple creation, we have to appropriately
process the topologies of all the systems we want to analyze. We do this by creating snapshots
that capture the changes and states within a system, i.e., we know exactly which processes
and which software technologies were active at a certain point in time, and which processes
communicate with each other.

3.3.1 Tuple Creation

Tuples are the core concept in our approach, everything that follows builds on them. A tuple
stores the software technologies, and then we count how often a process actively using these
technologies crashed and how often it did not crash. For simplicity reasons and since we
do not know the data flow within the processes anyway, we decided to drop the exact time
information4 and reduce it to these two single metrics (crashed, not crashed). In addition
to these crash counts, we also record the systems in which the crashes occurred. The goal is
to extract information on whether a tuple can be considered more error-prone than others,
especially if multiple systems are involved, and is thus of interest to engineers who investigate
the crashes. Our approach supports the following types of tuples:

• 1-tuples: These tuples only capture a software technology of a single process, which
means that the process communication information in the analyzed data is optional in
this case. They are primarily designed to investigate bugs within a particular software
technology. For every system, process and each technology X, a tuple is created in the
form (X). For example, for the system in Figure 3.1, we would create five 1-tuples: (A)
and (B) of process P1, (C) from process P2, and (A) and (C) from process P3 (two
tuples we have already seen in the other processes).

• 2-tuples: These tuples store the software technologies of two connected processes. They
are primarily designed to investigate if there are software incompatibilities leading to
failures, perhaps due to a wrong system configuration [198]. For instance, if there
are mismatching technologies (e.g., different, incompatible versions) running on two
communicating processes, we can capture such crash incidents with 2-tuples, whereas
1-tuples could not express this particular issue. For every system, we extract all process
pairs and then create active technology pairs in the form (X, Y), where X is the
technology of the first process, Y the one of the second process and active means that
the execution time of both X and Y must be overlapping (the duration is irrelevant).
For example, for the system in Figure 3.1, we would create three 2-tuples: (A, C) and
(B, C) of processes P1 and P2, and (C, C) from processes P2 and P3. Although P1
and P3 have overlapping lifetimes and thus overlapping, active software technologies, no
tuples are created because the two processes do not communicate with each other. We
also do not create the tuple (C, A) for processes P2 and P3 since technology A from
process P3 is not active any more when P2 (more specifically, technology C from P2 )
starts, i.e., the technologies do not overlap.

• n-tuples: These tuples store the software technologies of multiple (n > 2) connected
processes. Since the direct process communication is already covered by 2-tuples, we
regard n-tuples as a more theoretical application, but we will discuss this topic later in
Section 3.6. They are analogous to the above case where n = 2, i.e., the same conditions
must apply: The technologies must be active and the processes must be linked (no full

4We only know the type of software technology, the rest is a black box, as we do not know which inner
parts are active at what time, so incorporating the exact timestamps of the crashes would not make sense.
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connection required, a “chain” of communicating processes suffices). For the system
in Figure 3.1 and n = 3, we would create two 3-tuples: (A, C, C) and (B, C, C) of
processes P1, P2 and P3.

For every created tuple, we then check whether it crashed somewhere during its lifetime
(the time period where all software technologies are active) or “survived” the entire time. A
tuple crashed if one or more crash events occurred on one or more processes that run the
tuple’s software technologies. For every system we parse, we get a set of annotated tuples T ,
where each tuple t ∈ T contains the information as specified in Table 3.2.

Data Description Example

t.techs The software technology tuple. (A, C) of processes P1 and P2.
t.crashed 1 if at least one of the processes running the

techs crashed and this crash occurred during
the time the techs were active, 0 otherwise.

1 because process P1 (running
technology A) crashed at time
105 (event E1 ).

t.events The set of all crash events that occurred on
the processes or an empty set if no crash
happened.

{E1 }

t.system The identifier of the monitored system where
the processes are running.

DemoSystem

Table 3.2: Data for an annotated tuple t ∈ T after the tuple creation process. The examples
are based on the system and events in Figure 3.1 and Table 3.1.

3.3.2 Tuple Merging

The next step in our approach is to merge the set of annotated tuples T within each system.
Thus, for each system, we create a set of groups GT , where each group contains the tuples
t whose software technologies t.techs are equal. More formally, GT = {G1, . . . , Gk | Gi ⊆
T ∧ ∀i 6= j : Gi ∩Gj = ∅ ∧ ∀tx, ty ∈ Gi : tx.techs ≡ ty.techs}, where k is the number of groups,
i.e., the number of unique technologies within the current system, and

⋃
G∈GT

G = T . We
consider two technologies equal if their properties are equal, which means that the mandatory
types (e.g., Java) but also all optional data must be the same. If the version information is
available, we treat this as a special case because we can optionally apply a version compaction:
Often, version numbers can be rather long and users might want to ignore irrelevant version
tokens. Our approach enables users to do so by specifying how many version tokens should at
least be kept and how many should be discarded, starting from the back. Our default setting
is to drop the last token but keeping at least two in the front. For instance, if the version
is 1.8 (two tokens), it remains unchanged. If the version is something like 1.8.15.127 (four
tokens), it is compacted to 1.8.15 (last token is removed). Of course, this is an entirely optional
step, so users may choose to always consider the entire version number. For n-tuples with
n ≥ 2, equality is determined based on whether the tuple is exactly identical or “reverse-equal”,
more formally, (x1, . . . , xn) ≡ (xn, . . . , x1), where xi is a single software technology with all its
(optional) properties as described above. As an example from Figure 3.1, tuples (A, C, C)
and (C, C, A) would be considered equal but not (C, A, C). Ultimately, we end up with
our k equality groups GT , where all equal annotated tuples of T are assigned to a separate
group G ∈ GT . For each system s, we now merge these annotated tuples in every group,
which results in a set of merged tuples Ms, where each tuple m ∈Ms contains the information
as specified in Table 3.3. Every tuple m ∈Ms contains information on how often it crashed
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(m.crashed) and how often it survived (m.¬crashed) throughout the observation period of the
corresponding system.

Data Description

m.techs t.techs, arbitrary t ∈ G
m.crashed

∑
t∈G

t.crashed

m.¬crashed
∑
t∈G

(1− t.crashed)

m.events
⋃
t∈G

t.events

m.system t.system, arbitrary t ∈ G

Table 3.3: Data for a merged tuple m ∈ Ms and group G ∈ GT after the tuple merging
process. G contains annotated tuples t that are considered equal. For t.techs and t.system, we
can use an arbitrary t since all software technologies are identical within G and we are still
only inspecting a single system s.

The final step is to combine the data of all systems. Assume that we have a set of systems S,
and each system s ∈ S is assigned its corresponding set of merged tuples Ms. We first create
the supersetM =

⋃
s∈SMs. Similarly to before, we then create a set of groupsGM , where each

group contains equal merged tuples m, but now across all different systems. More formally,
GM = {G1, . . . , Gl | Gi ⊆ M ∧ ∀i 6= j : Gi ∩Gj = ∅ ∧ ∀mx,my ∈ Gi : mx.techs ≡ my.techs},
where l is the number of groups, i.e., the number of unique technologies across all systems,
and

⋃
G∈GM

G = M . Equality is defined precisely as above, which results in a set of final
tuples F that covers all systems, where each tuple f ∈ F contains the information as specified
in Table 3.4. The new value f.crashedSystems represents the set of systems in which the
tuple crashed, whereas f.¬crashedSystems indicates the set of systems where the tuple did no
crash. Note that both these sets may overlap. This happens, for example, if an annotated
tuple t1 crashed on some process of system s but another annotated tuple t2 with equal
software technologies (t1.techs ≡ t2.techs) did not crash on some other process of the same
system. In the merging process, m.crashed would then be 1 and m.¬crashed would be 1 as
well, which would ultimately result in the final tuple f with f.crashedSystems = {s} and
f.¬crashedSystems = {s}.

3.3.3 Ranking

After having computed the set of final tuples F , we want to extract tuples that are “interesting”.
We accomplish this by a user-specifiable ranking metric (higher is better/more interesting)
that sorts the tuples based on the data features stored in every f (cf. Table 3.4). By default,
we characterize interesting tuples as those that crashed often and in many different systems,
since we are especially focusing on investigating cross-system crashes, where identifying a
common bug and finding a fix can potentially bring the most benefits. The default ranking
metric r for a final tuple f is formally defined in Equation 3.1:

r(f) =
|f.cS|

|f.cS|+ |f.¬cS|
· |f.cS| · f.crashed (3.1)

where | ∗ | represents the set’s cardinality and cS is short for crashedSystems. This ranking
metric consists of three main factors. The first factor rewards a tuple that crashed in many
different systems compared to the number of systems where it did not crash. It yields values
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Data Description

f.techs m.techs, arbitrary m ∈ G
f.crashed

∑
m∈G

m.crashed

f.¬crashed
∑
m∈G

m.¬crashed

f.events
⋃
m∈G

m.events

f.crashedSystems
⋃

m∈G∧m.crashed>0

{m.system}

f.¬crashedSystems
⋃

m∈G∧m.¬crashed>0

{m.system}

Table 3.4: Data for a final tuple f ∈ F and group G ∈ GM after the final cross-system
merging process. G contains merged tuples m that are considered equal across all systems.
For m.techs, we can use an arbitrary m since all software technologies are identical within G.

in the range [0, 1], where 0 means that the tuple did not crash at all (no systems exist where
the tuple crashed) and 1 means that the tuple crashed in every possible scenario, i.e., every
time the tuple was observed, a crash occurred (no systems exist where the tuple survived).
The second factor represents the number of crashed systems, and it is necessary to balance
the previous one, since otherwise, tuples with |f.¬crashedSystems | = 0 would always have a
maximum score of 1 despite having a potentially very low absolute number of crashed systems.5

Lastly, the third factor is simply a scaling factor that rewards tuples with a high absolute
number of crashes, so reoccurring crashes are ranked higher than those that happen rarely.

3.3.4 Crash Property Analysis

After ranking the final tuples in F , we sort them in descending order and select the top-ranked
ones (how many is up to the user). The final step of our approach is then to analyze a specified
crash property for the crashes within such a top-ranked tuple. This is done by first grouping
the crash events according to the selected property (e.g., the exception), i.e., we form groups of
equal property values. Within in each group, we then apply yet another grouping based on the
systems where the (grouped) crashes occurred. Finally, the results are sorted and visualized in
a bar plot, where the y-axis indicates the crash property values in descending order of occurred
crashes, and the x-axis shows the absolute number of crashes. If a property is missing (e.g.,
the data is incomplete or erroneous), then the grouping algorithm simply treats these cases
as “missing”. This way, we do not know the actual value, but we can still see the entries in
the plot, so we do not accidentally overlook them. The individual bars of the plot can be
multi-colored, where each color represents a different system in which the crashes happened.
For us, the most promising visual cues are heavily multi-colored bars with a high number of
crashes, which is exactly what we defined as interesting above. Naturally, the plots depend on
the selected crash property of the top-ranked tuples, which, in turn, depend on the chosen
ranking metric.

Figure 3.2 shows a small example of such a bar plot. The title indicates which tuple was
analyzed and which rank it was assigned given our ranking metric. Note that this rank is not
equal to value obtained via the ranking metric r. We only use that value for sorting to get

5The extreme case would be f.crashedSystems = 1, i.e., the tuple occurred only in a single system, which
would lead to |f.cS|

|f.cS|+|f.¬cS| =
1

1+0
= 1. Of course, this is not what we consider to be interesting.
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the most interesting tuples. After this sorting, we replace the actual ranking metric value
with the tuple’s position, which we call its rank. For instance, if there are three tuples f1,
f2 and f3 and calculating their ranking metric value (cf. Equation 3.1) yielded r(f1) = 0.71,
r(f2) = 0.02 and r(f3) = 0.34, we first sort these values in descending order (highest ranking
metric value is the best), which results in the list (f1 : 0.71, f3 : 0.34, f2 : 0.02). Afterwards,
the ranking metric values are replaced with their corresponding position in this list (the rank),
i.e., (f1 : 1, f3 : 2, f2 : 3), which means that tuple f1 is the most important one and f2 the
least important one. The rank is thus a lower-is-better value in the range [1, n], where n is
the number of tuples and 1 means the highest/best possible rank. In this case, the results
for the 1-tuple f1 = (|Tomcat, 8.0.44|)6 are shown, which happened to be the 1st-ranked
tuple. We opted for investigating the exception crash property, and the plot reveals that three
exceptions were thrown, where the java.lang.NullPointerException occurred most often (10
crashes). The colors represent the different systems in which the crashes happened. In the
example, three systems were affected by java.lang.NullPointerException and java.lang.Illegal-
ArgumentException crashes, and in two systems, a java.lang.OutOfMemoryError led to a
crash.

0 2 4 6 8 10
Number of Crashes

java.lang.OutOfMemoryError
java.lang.IllegalArgumentException

java.lang.NullPointerException
Tomcat, 8.0.44 [1]

Figure 3.2: Example crash property bar plot.

Of course, the plots alone do not automatically provide an explanation for the various root
causes of the problems, which was not the goal of our approach in the first place. However,
they serve as a starting point for further manual investigation by showing prioritized tuples
or tuples of interest. An engineer can then actively search for causes and perhaps identify a
common issue and a corresponding fix, which can potentially be applied in all affected systems.

3.4 Data for Evaluation

We already presented how the data must look like in order for our approach to be applicable.
Now, we introduce the dataset we use for the evaluation. The data originates from software
systems of customers of Dynatrace, and each system is completely independent of each other
and may operate in arbitrary domains. The structure is exactly as described in Section 2.3 on
p. 7. However, we only need a few parts of the collected data, which we briefly summarize in
the following:

• Topology: Only the process components are required. They store every information
needed, which includes all relevant properties such as lifetimes, connections (for process
communication) and their software technologies. The technologies also fulfill all data
requirements, and we additionally have the optional edition and version information at
our disposal (cf. Table 2.1 on p. 9).

6The enclosing | characters are only there to avoid confusion with n-tuples, i.e., to make it clear that
everything within |...| is a single tuple element but with potentially multiple internal entries, such as the
type and version in this example case.
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• Events: Only the process crash events are relevant, which also cover every information
that our approach requires. The following crash properties are available: the fault
location (location within the executable or the linked library), the fault module path (of
the executable or the linked library), the fault module version (of the executable or the
linked library), the executable path (same as the module path in case the crash occurred
in the executable and not in a linked library), the class name of the exception/error
(.NET-based processes) or the class where the exception occurred (Java-based processes),
the assembly name (.NET-specific units), the exception message and the process signal
(e.g., “aborted”, “segmentation fault”).

For the evaluation, we gathered monitoring data spanning over 15 months, so changes in the
topology such as different versions of software technologies are more likely to be included than
when inspecting a shorter observation period. To avoid an increased load on the monitored
systems and to keep the data size manageable, we decided to export the first week of every
month. More specifically, as listed in Table 3.5 (cf. Figure 3.3 for a visual representation), we
exported data starting from January 2017 until March 2018, i.e., a total of 15 exports, each
covering the first seven days of the corresponding month.7 The table also lists the number of
systems, processes and crashes that occurred during the various time periods. Ultimately, we
included only those systems where at least one software technology was recorded on a process in
order to be applicable to our approach.8 Additionally, all processes without software technology
information must be discarded as well (compare columns #Proc. and #ST-Procs.), leaving
us with fewer crashes, especially in the first couple of exports (compare columns #Crashes
and #Crashes for ST-Procs.). It must be noted that the properties of the remaining crashes
are not fully complete as well. This is because of two reasons: First, the aforementioned list
clearly indicates that not every property can be collected for every crash (technology specifics).
Second, properties cannot be resolved sometimes, for example, due to a data extraction error or
if the property was (temporarily) not available. Figure 3.4 shows the crash property availability
for all our crashes that occurred on processes with at least one software technology (column
#Crashes for ST-Procs.), grouped by each monthly export.

Ultimately, the dataset covers roughly 500 systems and an average of 14000 crashes per
month (11000 after dropping processes without any software technologies), however, there is a
strong tendency of an increasing number of systems9 as well as crashes, which is an indication
for a growing customer base. Furthermore, the data reveals that the differences between
the number of processes (#Procs.) and the number of processes with software technologies
(#ST-Procs.) shrink over time, meaning that more detailed data is available, which, in turn,
results in a higher number of usable crashes (compare columns #Crashes and #Crashes for
ST-Procs.). These trends can also be seen in the visual representation of the data summary
in Figure 3.3, where we can also inspect the export differences of the various metrics more
easily. Further details on the data exploration can be found in the appendix (cf. Section B.1
on p. 199).

7Due to a configuration error, the export of February 2018 actually starts from 29th of January rather than
February 1st. However, we still have a complete week at our disposal.

8This also means that we dropped some systems where process crashes occurred, which is fine since we
cannot use such systems in our approach anyway.

9In the majority of the cases, decreases in system counts can be attributed to trial customers that only
appear in some of the observed months.
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Figure 3.3: Visualization of the data summary presented in Table 3.5 (logarithmic scale).
The # character represents the number of systems, processes and crashes.
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Figure 3.4: Availability (in percent) of the different crash properties for all crashes of processes
with at least one software technology (cf. column #Crashes for ST-Procs. in Table 3.5).
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3.5 Evaluation

Given our two datasets, we can now begin with the evaluation of our approach. Specifically,
we would like to investigate whether we can identify error-prone software technologies and
incompatibilities between them across multiple software systems based on common crash
properties. We formulate three research questions (RQ) that we originally defined in [157]:

• RQ 1: Can our automated analysis find error-prone software technologies in a multi-system
environment? To answer this question, we investigate 1-tuples within the real-world
dataset from our industry partner.

• RQ 2: Do the results of the crash property analysis reveal insights to identify cross-
system root causes? We want to detect the common root cause in the data with an
appropriate selection of crash properties and a manual investigation of the results. Given
the real-world dataset, we perform such a manual analysis based on selected results.

• RQ 3: Can process communication provide further insights to find connected, error-
prone software technologies? In addition to the 1-tuple analysis, we extract 2-tuples
for the real-world dataset and make a comparison to see whether they yield additional
information or if the 1-tuples are already sufficient.

In the following, we cover the results of our approach when applied to the real-world,
industrial dataset as described in Section 3.4. We first present the automatically detected
top-ranked 1-tuples, where we perform a manual inspection for a selection afterwards. Finally,
we also run a 2-tuple analysis to investigate the impact of process communication.

3.5.1 Automated Analysis

For investigating our first research question (RQ 1), we performed a 1-tuple analysis for each
of the 15 months and decided to use the class name as main crash property to see whether
the crashes occurred in the same set of classes.10 Moreover, the number of crashes with
this property is sufficiently high (cf. Figure 3.4), and it should lead to more helpful results
compared to using the process signal or the executable path, where also many crashes have
these properties attached, but the information is simply too coarse for a meaningful manual
investigation. Each monthly export yields top-ranked 1-tuples that we can visualize with the
bar plots showing the corresponding crash property groups. Since our main objective is still
finding multi-system crashes, we excluded groups which only consist of crashes that occurred
in a single system (visually speaking, these are single-colored bars). Moreover, we only list the
top ten groups at maximum, i.e., the ten groups with the highest number of crashes, to avoid
an overloaded output. Finally, we deliberately do not show missing property entries which
would otherwise be displayed as “missing”. The reason is that we expect some processes not to
have this information attached, for instance, processes executing code that does not support
the concept of classes (e.g., code written in C). We thus only inspect crashes that occurred
within certain runtime environments (e.g., Java or .NET), which is perfectly fine as long as we
keep in mind that we did not analyze all crashes.

Figure 3.5 provides three representative examples of top-ranked 1-tuples. In the bar plot of
Figure 3.5a, we can see the groups for our selected class name property of the 1st-ranked tuple
(|clr, fullclr, 4.0.30319|) of the October 2017 export, where clr is the type, fullclr the

10Of course, the class name alone does not mean that the exception was caused by the same reason, but it
does serve as a common starting point for further investigations.
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edition and 4.0.30319 the version (already the compacted and merged number as defined in
our approach). This tuple is part of the .NET framework in version 4.7, where clr stands
for Common Language Runtime. The System.Reflection.TargetInvocationException occurred
most often (456 times) but only in two systems, whereas, for instance, the System.Type-
InitializationException occurred in 97 crashes but in eight different systems. Figure 3.5b
shows another crash property groups example of the 13th-ranked tuple (|clr, fullclr,
2.0.50727|). Evidently, the 104 crashes with the System.AppDomainUnloadedException
across six systems appears to be interesting and worthwhile of a manual investigation (cf.
Section 3.5.2). Lastly, the 1st ranked tuple in Figure 3.5c happened to be the same as the
1st-ranked tuple in the October export but with different crash distributions. Here, the
System.TypeInitializationException occurred significantly more often (6523 times) and in
42 different systems, although a direct comparison between exports should be treated with
care as the number of systems and crashes changes as well. Another interesting property
group could be the System.OutOfMemoryException with a not necessarily high number of
occurrences (only 34 times) but with nine affected systems. Perhaps this could indicate some
sort of memory leak. A full overview of the five top-ranked tuples for all monthly exports can
be found in the appendix (cf. Section B.2 on p. 204).
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(a) Export October 2017: 1st-ranked 1-tuple with a total of 1025 crashes.
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(b) Export October 2017: 13th-ranked 1-tuple with a total of 107 crashes.
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(c) Export March 2018: 1st-ranked 1-tuple with a total of 7293 crashes.

Figure 3.5: Property groups of top tuple examples of the class name crash property. The
number in the square brackets represents the rank (1 = highest possible rank). Exc is an
abbreviation for Exception to shorten unnecessary long labels.
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All these cases are prioritized suggestions by our approach that ultimately an engineer has
to inspect and decide which of them to study more closely. For demonstrating purposes and
to answer our second research question whether these results can actually be meaningful, we
took on the role of such an engineer and initiated a manual investigation.

3.5.2 Manual Investigation

As an example of what an engineer could do with the output and results provided by our
automated approach, we decided to look at the crashes of the software technology (|clr,
fullclr, 2.0.50727|) in Figure 3.5b, and specifically, at the System.AppDomainUnloaded-
Exception property group in more detail. As a starting point for our investigation, we list all
the other properties of the crashes with this exception in Figure 3.6. Unfortunately, we cannot
gain any additional insights here, as most of the properties are either missing, could not be
collected (assembly name) or are simply not useful enough (exception message; however, we
do now know that the message is the same for all crashes).
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Fault Module Path
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Number of Crashes

missing
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Figure 3.6: All other crash properties of the crashes with the System.AppDomainUnloaded-
Exception for the tuple (|clr, fullclr, 2.0.50727|) in Figure 3.5b.

We thus continued our search for a possible common cause on the Internet and found
several hints that this can happen due to bugs in SQLite and NUnit, using the Visual Studio
Test Runner instead of the MSTest Runner or switching between different versions of the
.NET framework. For a closer inspection, we then looked at the individual crashes and the
corresponding processes including the time where the events occurred, as well as additional
log files (if available) to determine whether there are correlations or similarities. Utilizing the
topology metadata of the affected processes, we found that the majority of crashes occurred in
the ReportingServicesService.exe and happened every twelve hours. Given this information, we
searched for possible explanations and finally discovered that by default, Microsoft’s Reporting
Services recycles application domains every twelve hours as well [119], which is most likely
the common root cause for these process crashes. We were thus able to identify an actual,
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common problem across multiple systems based on the results from our approach (RQ 2),
where fixing it could potentially benefit all the affected systems.11

Note that this manual investigation is not part of our automated tuple analysis approach
but simply serves as a proof of concept to show that we can indeed make use of the provided
results. Naturally, it is not guaranteed that we can find a common cause in every case (such
as for the System.AppDomainUnloadedException example from above). However, we do not
claim this in the first place, as our approach is merely a multi-system crash prioritization and
not an automatic root cause identification tool, which would surely be an interesting field of
research in future work. However, we note that detailed crash properties (e.g, stack traces
or library versions) would greatly enhance the outcome of our approach and thus aid such a
manual investigation, which we discuss in Section 3.6.2.

3.5.3 Process Communication

To investigate process communication (RQ 3), we also performed a 2-tuple analysis to check
if we can gain additional information compared to the 1-tuple analysis from before. While
the 1-tuple results may indicate errors in single software technologies, we expect from the
2-tuple results that we can potentially detect communication-based problems, for instance,
if two neighboring processes and their technologies are (in parts) incompatible. The idea is
that here, the software technology pair, i.e., the combination of two technologies, crashes more
often than they would crash individually and independently from each other. In other words,
if we see crashes of a process with technology A which communicates with another process
with technology B, and otherwise, technology A seems to be running without any issues (e.g.,
no other process communication or communication with different technologies than B), then
we can assume that the 2-tuple (A, B) could be suspicious, more so than the 1-tuple (A).
Our approach helps us in identifying such cases, which would then be ranked higher than
their corresponding 1-tuple counterparts. For example, assume that technologies A and B
sometimes crashed and sometimes survived across multiple systems, but the combination (A,
B) often crashed. In the 1-tuple analysis, this would lead to average ranks, maybe somewhere
in the middle. In the 2-tuple analysis, on the other hand, (A, B) would be ranked very high
(using our default ranking metric). Conversely, if, for instance, technology A crashed all the
time on its own and regardless of any neighboring software technologies, then we would obtain
a high rank for its 1-tuple (A) but not necessarily for its 2-tuples.12

We can visualize this 1-tuple to 2-tuple rank comparison by creating a so-called rank-diff
plot, for which we show an example in Figure 3.7. The x-axis represents the rank of a 2-tuple
(A, B) and the y-axis is the difference to its highest 1-tuple rank, which is either from tuple (A)
or (B), depending on which of the two has the better rank. The difference is then calculated as
the 2-tuple’s rank minus the better 1-tuple’s rank, meaning that a positive difference indicates
that the 1-tuple was more important, whereas a negative difference indicates that the 2-tuple
was more important. In the example, there are two 2-tuples. Assume that these tuples are (A,
B) and (B, C) with ranks 1 and 2, respectively (directly obtained from the x-axis labels in
the figure). Further assume that the ranks of the corresponding 1-tuples are (A) = 4, (B) = 5

11We do not have access to the actual systems and the source code, so our manual investigation inevitably
comes to a stop at this point. A solution would be to inform a corresponding engineer of every affected system
provider and instigate an in-depth cross-system investigation. However, this is outside the scope of this thesis.

12Of course, it can happen that a 2-tuple (A, B) crashed often as well (100% lifetime overlap of technologies
A and B), which, in turn, can lead to a high 2-tuple rank, but in this case, this high rank would already be
explained by the always crashing 1-tuple (A).
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and (C) = 1. For each 2-tuple, we first determine which of its 1-tuples has the better rank.13

For (A, B), we choose (A) because its rank 4 is better than (B)’s rank 5. Analogously, we
select (C) for (B, C). Now, we calculate the differences: (A, B) − (A) = 1 − 4 = −3 and
(B, C)−(C) = 2−1 = +1. −3 means that the 2-tuple was more important (the corresponding
1-tuple rank was worse), whereas +1 means that the 1-tuple was (slightly) more important.
From a visual perspective, we can say that the more bars in the plot are ≥ 0, the less the
process communication seems to affect the tuple results.
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Figure 3.7: Example rank-diff plot for comparing the ranks of two 2-tuples with the ranks of
their corresponding 1-tuples.

In Figure 3.8, we show the rank-diff plots for all our monthly exports, covering the top 50
2-tuples. In most of the exports, the majority of the differences are positive, which means that
the 2-tuples were generally considered less important than their 1-tuple counterparts, or in
other words, the 2-tuples simply contained a 1-tuple that was also top-ranked. In these cases,
analyzing 2-tuples does not yield additional information, as no new/unseen technologies were
marked as suspicious. We can also observe a growing trend, i.e., the differences to the 1-tuple
ranks are increasing. Such a trend occurs if there is a highly ranked 1-tuple (A) that happens to
be part of multiple top-ranked 2-tuples. For instance, if there are some 2-tuples with the same
technology A and some other, low-ranked technology Xi, and if these 2-tuples have adjacent
ranks, i.e., rank(A,Xi+1) = rank(A,Xi) + 1, then the differences would be monotonically
increasing, since the rank of the corresponding 1-tuple (A) remains constant. There are some
exceptions with negative differences, although in most cases, such 2-tuples only occurred in
one or two systems, which are not of particular interest to us given our main objective of
identifying cross-system crashes. In fact, there are only five tuples where the number of crashed
systems is at least three, which are listed in Table 3.6. Three of them have a low negative
difference of −2, −3 and −6, respectively, meaning that the corresponding 1-tuples have similar
ranks, so we do not gain sufficiently more information here. The only remaining 2-tuples of
potential interest are (|websphere, null, 8.5.5|, |java, ibm, 1.7|) and (|java, ibm,
1.7|, |java, ibm, 1.7|) of the March 2018 export, where an engineer could again analyze
their crash properties and start another manual investigation to check whether a common root
cause exists that can be attributed to some form of (partial) software incompatibility between
the technologies of these tuples.

Taking these results into account, running a 2-tuple analysis to inspect the process
communication does not seem to yield much additional, useful information, making the 1-tuple
analysis sufficient enough. However, this insight only holds for the data we analyzed, and
other datasets or data from other export periods might result in a different 2-tuple to 1-tuple
comparison.

13Remember that the rank is the position of a tuple after sorting all tuples according to their values obtained
from the ranking metric (cf. Equation 3.1) in descending order. In contrast to the ranking metric, which is
a higher-is-better metric, the rank is a lower-is-better measure, where a value of 1 means the highest/best
possible rank.
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Figure 3.8: The rank-diff plots for each of the 15 months of our export data. Each plot
shows the 50 top-ranked 2-tuples and the difference to their corresponding (best) 1-tuple rank.
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Export 2-Tuple Rank
(Diff.) #c #nc #cs #ncs

Apr 2017 (|asp.net, null, 4.5.2|,
|wcf, null, 4.5.2|)

16
(−2)

194 565 3 11

Feb 2018 (|dotnet, .net framework, 4.7.2114|,
|clr, fullclr, 4.7.2114|)

13
(−3)

110 6758 7 52

Mar 2018 (|websphere, null, 8.5.5|,
|java, ibm, 1.7|)

29
(−21)

1489 178688 5 22

Mar 2018 (|java, ibm, 1.7|,
|java, ibm, 1.7|)

31
(−28)

1333 178620 6 30

Mar 2018 (|websphere, null, 8.5.5|,
|websphere, null, 8.5.5|)

44
(−6)

569 47526 6 24

Table 3.6: The five 2-tuples with a negative rank difference (cf. Figure 3.8) and at least three
crashed systems. null indicates a missing edition in the software technology. Abbreviations:
Diff. = difference to (best) 1-tuple rank, #c = number of crashes, #nc = number of times the
tuple did not crash, #cs = number of crashed systems, #ncs = number of systems where the
tuple did not crash.

3.6 Discussion

We now discuss the evaluation results for our dataset as well as the approach itself. We start
with general insights and lessons learned and then continue with problems and limitations
that we encountered, finishing with threats to validity.

3.6.1 Lessons Learned

In the following, we present various lessons that we learned and general insights we gained
when applying our approach to the industrial dataset:

For our data, the 2-tuple analysis for investigating process communication does not con-
tribute much additional, valuable information. We already mentioned this part briefly in
the previous section, where we discussed that this observation is only true for the data we
analyzed. However, it is also important to note the impact of the chosen ranking metric (cf.
Equation 3.1). Our focus was on finding high crash occurrences across multiple systems, but if
we decided to follow a different goal, we would have to change the ranking metric, which, in
turn, would result in different ranks and thus in a different 2-tuple to 1-tuple comparison as well.
Figure 3.9 displays rank-diff plots of the March 2018 export for three different ranking metrics.
We can see the differences between the original ranking metric r (Equation 3.2), a ranking
metric ra that highlights the multi-system aspect even more by dropping the crash-count factor
(Equation 3.3), and a ranking metric rb that ignores the systems entirely and just calculates a
tuple-crash ratio (Equation 3.4). Clearly, the focus of rb completely deviates from that of our
original goal as well as that of ra, and Figure 3.9c thus shows a drastically different picture of
the 2-tuple to 1-tuple comparison, which would then require another manual investigation to
gain further insights.

Performing an n-tuple analysis does not pay off. This follows directly from above. If
already 1-tuples cover nearly all the necessary information compared to 2-tuples, then this
is even more the case for n-tuples with n > 2. We also argue that crashes due to software
incompatibilities should already be detectable with 2-tuples, as chances are much higher that
an error occurs when processes communicate directly with each other rather than over multiple
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r(f) =
|f.cS|

|f.cS|+ |f.¬cS|
· |f.cS| · f.crashed (3.2)
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(a) The original ranking metric r (identical to Equation 3.1).

ra(f) =
|f.cS|

|f.cS|+ |¬f.cS|
· |f.cS| (3.3)

1 5 10 15 20 25 30 35 40 45 50
2-Tuple Rank

0

25

50

Di
ffe

re
nc

e 
to

1-
Tu

pl
e 

Ra
nk

March 2018

(b) A new ranking metric ra which drops the f.crashed factor of the original metric.

rb(f) =
|f.c|

|f.c|+ |¬f.c|
(3.4)
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(c) A new ranking metric rb which solely focuses on the number of crashes and non-crashes.

Figure 3.9: Different ranking metrics and their effect on the 2-tuple to 1-tuple comparison
of the March 2018 export, visualized by rank-diff plots.



58 Topology-driven Crash Analysis

(process) hops. Naturally, if the 2-tuples do yield significantly different results, an n-tuple
analysis (starting with n = 3) can indeed be make sense.

Given appropriate crash properties, the approach yields useful results. As demonstrated in
the manual investigation in Section 3.5.2, the prioritized results provided by our automated
approach can be used to investigate the causes of crashes for actual cross-system problems. Of
course, not every top-ranked tuple necessarily indicates a common issue, but it does serve as a
valid starting point for an engineer to decide whether further steps should be taken. Moreover,
we can utilize different crash properties and thus gather more knowledge about the crashes.
Unfortunately, the data we had at our disposal did not have detailed properties such as stack
traces and library versions, from which we would have greatly benefited in both the automated
crash property analysis as well as the manual investigation.

The manual crash investigation can be tedious. Our approach cannot automatically reveal
a common root cause for a given set of crashes but only prioritize those that seem to be
worthwhile to take a closer look. It is then still up to the engineer to perform a manual
investigation, which can be a hard and tedious task, especially if the available data for the
crashes is limited. The fewer crash properties are available, the more difficult it is to actually
find the underlying reasons. In our dataset, we also have this problem to some extent, which
we will discuss in the next section.

3.6.2 Problems and Limitations

A keen reader might already have seen that our dataset unfortunately suffers from missing
detailed crash properties, i.e., there are some limitations imposed on us by the data (not
the approach). With missing, we not only mean that not every crash has all properties
available (cf. Figure 3.4) or that some entries carry mediocre up to entirely useless information
(cf. Figure 3.6), but also that there could be much more valuable properties, most notably
stack traces and attached library versions. If we had such details at our disposal, this would
immensely aid the manual investigation for finding a possibly common root cause. Especially
stack traces would help to pinpoint the exact error location. Since stack traces are complex
and provide much more information than, for example, our plain class names, we would need
a more fitting property equality measure for the crash property grouping step, since simply
comparing two traces and checking if they are identical is most certainly not what the users
want.14 Partial stack trace matching or some sort of stack trace similarity measure [26] could
be a noteworthy extension of our approach. Besides stack traces, detailed log data could also
prove valuable, which has been demonstrated in related work [200, 201].

3.6.3 Threats to Validity

Our dataset only covers the first week of each month. However, given that software technologies
typically do not change that frequently, especially in production environments, we argue that
one week suffices to get an overall insight into the different software systems. Moreover, if
crashes occur due to erroneous implementations or incompatibilities, they should most likely
occur within one week, so observing the entire month would just increase the total number of
crashes but not change their distribution. Even if there are different distributions, we should
at least be able to detect them on a monthly basis since we did not skip anything in between
our exports, i.e., we collected the first week of every consecutive month. If they should actually

14It is highly unlikely that two programs of two different, independent software systems have exactly the
same source code, even if the tasks are the same. If they are not identical, our approach currently would
produce crash property groups that only contained a single stack trace each, which is not useful.
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occur on a weekly basis, then we miss the analysis of these, but this does not invalidate the
findings on all the other exports.

A different problem we have with our data is the timestamp of the software technologies of
the processes. As already briefly mentioned in Section 3.2.1, the only available timestamp is
the end timestamp, i.e., the time the technology was last seen. Unfortunately, we do not have
the exact information when a software technology became active. In our approach, we handle
this problem by simply assuming that every technology starts together with its corresponding
process as indicated in Figure 3.1, which can be wrong (e.g., the technologies in the example
of Table 2.1 on p. 9 are most certainly updated to newer versions rather than both versions
running from the start on). For 1-tuples, there is no impact on the number of created tuples,
but we might classify some as crashed (depending on the time of the crash events), for instance,
if a crash occurred right after the process start and one of the technologies had actually not
yet been active at that point in time. For n-tuples, the assumption additionally leads to an
increased number of tuples because we also generate tuples which do not actually overlap.
Figure 3.10 shows an example of these two cases. Process P1 has a technology A1 that is
later updated to a newer version A2. Analogously, process P2 updates its technology A1
to A3. Since we are unaware of the actual start timestamps of A2 and A3, we incorrectly
assume that both already started with their respective processes. We thus have the following
1-tuples: (A1) for both processes, (A2) and (A3). In the example, both processes crash at
timestamp 120. With our simplified assumption, we thus wrongly mark the tuples (A2) and
(A3) as crashed, although they only become active after the crash (timestamps 150 and 130),
and therefore did not actually crash. For the 2-tuple case, we have the same problem with
(A1, A3), where at the time of the crash, technology A3 is not yet active, so the tuple does
not actually exist yet. Additionally, we create the non-existent tuple (A2, A1) because we
assume that the technology A2 of process P1 and A1 of process P2 overlap. Of course,
this assumption is wrong since A2 actually starts (timestamp 150) after A1 of process P2
already ended (timestamp 130). All this might sound worrying, however, we must bear in
mind that this only occurs in cases where software technologies are actually updated within
our one-week exports, which is not something that happens all too often, as already mentioned
in the previous threat. Chances for a wrong classification further decrease by the fact that
our assumption is not 100% incorrect. For instance, the tuple (A2) lives in the time range
[150, 200] compared to our assumed range [100, 200], meaning that we are only incorrect when
crashes happen in [100, 150), whereas everything is in order should they occur in [150, 200].
Even if we do incorrectly classify some tuples, this merely results in a slight increase in false
positives, where an engineer would then have to invest more time in the manual investigation
if such a tuple happened to be among the top-ranked ones. Of course, we could easily fix all
these problems if the actual start timestamps of the software technologies were available, so it
is not a problem of our approach but rather a problem of the inaccurate data we got.

Regarding external validity, the results can partially be generalized to other software
systems since the process crashes and causes thereof are similar or can even be identical (cf. the
manual investigation in Section 3.5.2). The technologies, the crashes and their properties are
not specific to our industry partner because they originate from the hundreds of independent
systems that we have at our disposal, supporting our claim of generalizability. Of course, as
time progresses, our findings and results become less important due to the evolution of the
technological landscape. Furthermore, our conclusion that 2-tuples do not provide significantly
more information than 1-tuples cannot be generalized since different data (different systems,
other data ranges, other crash properties) as well as different goals (achieved with appropriate
ranking metrics) can yield significantly different results and must thus always be evaluated
individually.
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Figure 3.10: Example of the incorrect assumption of software technology start timestamps
(highlighted with dark yellow and dark green) of two processes. At timestamp 120, crash
events occurred on both processes.

3.7 Related Work

Software bug and crash management is a large, active field of research and can coarsely be
divided into three categories that include optimization (of data related to bugs and crashes,
e.g., the quality of bug reports), triage (prioritization, detection of duplicates, assignment
to engineers) and fixing (localization of faults and their resolution) [202, 205, 181, 69]. Our
approach mainly falls into the triage, whereas the manual investigation can be mapped to the
fixing category, which, however, is not part of our actual approach any more. Managing bugs
and crashes on individual systems, products or individual applications has been thoroughly
investigated, and the ideas of the following related work is often closely related to our own
goal. However, we do not focus on a single program or product family but take the crash
grouping and prioritization to an even more general level, namely for entire, independent
software systems that provide a wide range of different technologies and applications.

Ghafoor and Siddiqui [67] tried to find common bugs in different programs from the
Mozilla product family (e.g., Firefox, Thunderbird, MailNews). They extracted stack traces
via the Bugzilla API and grouped them according to a threshold-based stack trace similarity
measure using the Levenshtein distance [104] for comparing the strings of the stack frames. In
their evaluation, the authors analyzed 132 products with a total of 877000 bug reports and
17219 stack traces. They conducted a manual inspection and concluded that the resulting
groups of similar bugs are indeed correlated. Fixing a common issue could thus benefit possibly
all affected programs. In [48], the authors improved the automatic grouping of crash reports
by yet another stack trace similarity. They applied a two-stage grouping where they first
compared the top stack frame, i.e., the location of the occurred error, and then continued
with the similarity of the entire trace. 82156 crashes across ten different releases of Mozilla
Firefox were investigated, with the conclusion that 80% of the bugs can be identified using
stack traces. Glerum et al. [68] presented Windows Error Reporting (WER) for processing
the automatic collection of debugging data (e.g., stack traces and memory dumps) for reports
from various Microsoft products such as Office, Windows or Windows Mobile. WER employs
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a two-sided bucketing algorithm: The client-side heuristic for grouping similar crashes is based
on information such as the program name as well as the module name, version and timestamp,
whereas the server-side heuristic processes stack frames. Afterwards, the results are aggregated,
sorted and grouped for prioritization purposes. With over ten years’ worth of data and billions
of reports, the authors highlighted the great success and results of their approach. Kim
et al. [94] improved WER by using weighted crash graphs to combine the stack traces of all
crashes of a bucket. Given a graph similarity measure, truly similar crashes are separated from
those that the original bucketing heuristics incorrectly assigned to the same bucket. The tool
ReBucket [42] aims to improve WER as well by also including a stack trace similarity measure.
The authors implemented a measure called Position Dependent Model, which is based on
the number of functions in a stack trace, their distance to the top stack frame as well as the
offsets between matching functions. The evaluation of five Microsoft products with 1198 crash
reports showed better results than the original bucketing. Another modification of WER was
developed in [41], where the authors extracted additional information from memory dumps.
Compared to syntactic stack trace similarities, this approach considers program semantics
that are reconstructed from these dumps via a binary-level backward taint analysis. They
evaluated 140 bugs in Windows 8 and Office 2013, where they could significantly outperform
WER’s triaging capabilities. Wang et al. [186] presented a different approach by investigating
the correlation between different crashes. The correlation is based on structural information
(crash type signature and stack trace), temporal information (similar times of occurrences)
and semantic information (textual similarity of user comments). They defined several rules
for identifying correlation and evaluated their approach on Mozilla Firefox and Eclipse bug
reports with auspicious results. As we can see, most of these approaches utilize stack traces,
since they have been found essential in the debugging process [161]. This highlights once more
the unfortunate circumstances regarding our datasets, where such a crash information is not
available, thus limiting the triaging process.

Shifting the focus on how to specifically handle recurring crashes and potentially providing
fixes, Modani et al. [121] proposed automatic stack trace matching to retrieve fixes for problems
that have previously already been solved. A similar idea was presented even earlier in 2005
by Brodie et al. [26]. Gao et al. [65] automatically parsed well-known Q&A sites (e.g., Stack
Overflow), given the stack traces of the crashes, to find fixes for common bugs and root causes.
In the evaluation, the authors studied 90 different Android projects with 161 issues with
promising results, although they limited the crashes to be specific to the Android framework.
We could include such an idea in our own manual investigation to support engineers in finding
the root causes more easily. In [124], the goal was to identify recurring faults for which fixes
and solutions already exist, where such errors occur most prominently due do not updating
to newer software versions. The authors used function call traces to detect such recurrences
and evaluated their approach on a commercial software application with different releases. It
would be an interesting addition to our approach if we stored old/previous problems and their
fixes, and then notified the engineers when crashes occurred due to the same issue, thereby
providing the corresponding fix. In future work, this could theoretically even be extended to
automatically fixing and repairing the failed software [122].

One step further is then to not only prioritize collected crashes but also to predict whether
new ones are worth investigating in more detail. Kim et al. [93] presented an approach to
automatically classify crash events as relevant or irrelevant (e.g., just an isolated event) by
learning from previous crash occurrences, where higher crash counts were marked as more
important. They collected crash event dumps from Mozilla Firefox and Thunderbird, and
then used two machine learning algorithms for the relevancy prediction. Such an idea could
also be a powerful extension of our approach if we were capable to pre-filter the thousands
of crashes that occur in our multi-system environment, which could greatly improve our
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prioritization procedure. In the area of prediction, there is also a branch called cross-project
defect prediction [209, 138, 77, 136], where the goal is to leverage the data of multiple projects
to be able to predict defects (process crashes could be an example of such defects) for systems
that do not (yet) have enough data to build a within-project defect prediction model. Albeit
challenging, it sounds quite interesting, especially if we investigated whether we could transfer
the idea of cross-project prediction (or parts thereof) to our cross-system scenario and perhaps
create a multi-system crash/event prediction approach.

3.8 Outlook

As it is the case with most research, there still remain many possible improvements, extensions
and open challenges. First, we could collect more data, both in the sense that we could analyze
the entire month instead of only its first week, but also that we could continuously create
exports to see how the multi-system environment with the various software technologies evolves
over time. Moreover, given their availability, it would be immensely helpful to also incorporate
the start timestamps of technologies as well as detailed crash properties, such as stack traces
and information about library versions, into our approach, which would improve our automated
crash property analysis and further aid engineers in investigating the possible root causes. The
manual investigation itself could also be greatly improved as already indicated when discussing
the related work. For instance, we could store already identified common issues together with
their possible solutions and fixes to provide a knowledgebase, where recurrences of crashes
caused by the same problem could easily be detected, for which a corresponding remedy could
then be provided. Another interesting part of future work could be the automatic detection of
crashes, i.e., a crash prediction approach, where we could utilize data from multiple systems
(cf. cross-project defect prediction).

Since the data exports from our industry partner did not provide enough detailed crash
properties and the idea of a crash prediction sounded both promising and interesting, we
decided to not pursue further improvements and extensions of our topology-driven crash
analysis for now but rather continue with such a prediction approach. Given the same
topological information and event structure, we included the remaining part of our industrial
multi-system data, namely the time series, which form the basis of our event prediction
approach described in the following chapter.
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Chapter 4

Time-Series-based Event Prediction

In this chapter, we present our second approach that works within the multi-system environment.
Now additionally utilizing the available time series data, our main objective is the prediction
of performance-related events to notify system providers in a timely matter, which we try to
accomplish with a combination of a sophisticated data preprocessing framework and supervised
machine learning models. In the following, we describe the details of our approach, an evaluation
on real-world as well as synthetic data, and problems and limitations that we encountered.
The majority of this chapter was published in various conferences. More specifically, the data
preprocessing framework was proposed in [153], initial results of the event prediction were
published in [155, 156], and extended insights were presented in [154].

4.1 Motivation

As we already have seen in the previous chapter, faults that can lead to crashes are ubiquitous
in software systems. However, crashes are not the only thing service providers have to worry
about. Other performance-related events, such as slowdowns and performance degradations,
are omnipresent as well, which can heavily impact the operation of a system. Researchers
have thus put a strong focus on the areas of proactive fault management [149] and anomaly
prediction [175], so system administrators can be notified before the actual occurrence of
performance degradations, which enables them to take preventative measures and possibly
avoid incoming crashes, downtimes or slowdowns altogether. There are two main directions
in related work, often in conjunction with various machine learning methods: Approaches
that use log files as a prediction basis [150, 199, 58, 134, 43] and those that utilize monitoring
data such as memory, disk or CPU metrics [20, 175, 4, 164, 207, 135]. Many of the proposed
solutions yielded promising results, but the majority of them only focused on the data of a
single application or system, whereas a prediction within a multi-system environment is still
lacking in current research, despite the possible benefits. One such benefit is the possibility to
combine the data of multiple systems in order to alleviate the problem of insufficient data of
an individual system, where we could otherwise not create an appropriate machine learning
model. Another advantage would be a cross-system event prediction, where we could utilize
the multi-system data to make predictions in a new, unseen system without any historic data.
This idea is similar to cross-project defect prediction [209, 138, 77, 136], where the goal is also
to use data from already seen projects and to try to predict defects in other projects.

In this chapter, we thus propose an approach for predicting performance-related events in
a multi-system environment. The main motivation is that certain events might be explained
due to effects and patterns within infrastructure monitoring metrics, e.g., increasing CPU
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load, growing memory or suspicious disk behavior, which are common phenomena that can be
observed across multiple systems, independent of the actual domain and tasks of those systems.
With this idea in mind and after a discussion with experts from our industry partner, our
approach is therefore based on 34 infrastructure monitoring time series, which include CPU,
memory, disk and network metrics, with the goal to predict service slowdown performance
events. Since our multi-system environment introduces a high complexity, we first present a
highly customizable data preprocessing framework that aids us in creating appropriate output
which can then be used for training our prediction machine learning models. There are many
important points to consider, ranging from the sizes of the different systems to the data
sampling and balancing strategies, as well as training and testing decisions and post-processing
options. Overall, we create a variety of datasets and train numerous random forest classifiers
to see how our approach copes with the multi-system data from our industry partner.

4.2 Data Requirements and Assumptions

Similarly to our topology-driven crash analysis from Chapter 3, we primarily designed our
new event prediction approach for the data from our industry partner. Nevertheless, it does
work for other datasets as well as long as they fulfill certain requirements and assumptions,
which we present in the following.

4.2.1 Topology

Each system must have an associated topology that stores all relevant components/entities (can
be physical or abstract entities, such as sensors, hosts, servers or services) together with their
connections (forming a graph), lifetime information and other arbitrary, optional properties.
Every component has exactly one component type, and this type defines to which other types
it may be linked. An individual component can then be connected to zero or more entities of
these types. The lifetime of a component is given by a start timestamp, indicating when it
first became active, and by an end timestamp, indicating when it was last seen, i.e., became
inactive. The lifetime information is only required for components that potentially have time
series data attached (see further below in Section 4.2.3). It is not necessary that the topology’s
graph is fully connected, which means that there might be some disconnected subgraphs or
even solitary components. Another requirement is to select the main component type, which
is going to be the main entry point when querying the data later on.

Figure 4.1 shows a small example system with its topology and lifetime information. There
are four component types, A, B, C and D, with the following connectivity rules: Entities
of type A can be connected to B and B can be interlinked with both C and D. There are
two disconnected subgraphs, one originating from component A1 and the other from A2.
Assume that we started to monitor this system in the time interval [t1, t6] and that component
type A is not mapped to any time series. Components B1, B2, C1 and D1 all were active
right from the start, whereas B3, C2 and C3 were only seen later at timestamps t2 and t4,
respectively. We can also see that some entities became inactive throughout the system’s
observation period. B1 only lived until t3, C1 until t4, and B3 and C3 until t5. There is no
lifetime information available or, more specifically, necessary for the components of type A,
since there is no time series data attached. It suffices to know that these components exist
and are linked as displayed in the figure.
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Figure 4.1: Example topology with lifetime information of a small system.

4.2.2 Events

Events can be of any event type of interest (e.g., crash, slowdown, etc.) that occur at one
of the above components. For the prediction, only events that occur on entities belonging
to the main component type are considered, and furthermore, only a single type of event
may be selected. Each event must store the type, the time of its occurrence and the affected
component.

Figure 4.2 shows an example of an event occurrence using the same system as above. At
timestamp te, some event occurred at component A1, which means that type A is the main
component type in this example. At this time, A1 was linked with B1 and B2, and B2 was
connected to C1 and D1 but not C2, since C2 had not yet been active at the time of the event.
The other topology subgraph is completely independent of this event occurrence because no
connecting links between the subgraphs of A1 and A2 exist.

4.2.3 Time Series

Time series are the primary data source for the event prediction. Each component type defines
which kinds of time series can be collected at components of that type. It is not necessary that
every component type must be mapped to time series, nor is it required that each individual
entity must have data for every time series, i.e., data can be missing. The resolution of
the time series must be the same across all systems, and they must be evenly spaced, i.e.,
ti+1− ti = ∆t ∀i ∈ [1, n−1], where ti is a timestamp and n is the length of the series. However,
the global granularity can be arbitrary (seconds, minutes, hours, etc.).

Again, we use the system specified in Figure 4.1. Table 4.1 lists the component-type-to-
time-series-kind mapping and all the components with their actually attached time series data.
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Figure 4.2: Example event occurrence at component A1 and timestamp te for the same
system as shown in Figure 4.1. The affected components are highlighted with darker colors.

As described above, type A has no time series mapping, so the entities A1 and A2 naturally
do not have any attached data. The components of type B can have up to two time series
kinds: B-01 and B-02, but only entity B2 actually has data for both (B-01B1 , B-02B1 ). For
B1, there is only B-01 available (B-01B1 ), whereas B3 does not have any time series data
attached. Analogously, components C1 and C3 support time series C-01 (C-01C1 , C-01C3 ),
and again, for C2, all data is missing. Lastly, D1 has data for all three time series kinds
(D-01D1 , D-02D1 , D-03D1 ). As specified before, all time series must be evenly spaced and
have the same resolution, i.e., ∆t of B-01, B-02, C-01, D-01, D-02 and D-03 is equal across all
components (and all systems), and ∆t could be one minute, for example. A visualization of
example time series data for all the relevant components in consideration of their lifetimes is
shown in Figure 4.3.

4.3 Data Preprocessing Framework

Appropriately processing data is an essential and challenging part of machine learning applica-
tions, especially if the amount of data is large and its complexity high [95, 171, 27], which
is often the case when dealing with time series. For instance, in the area of performance
monitoring and predictive maintenance [149, 199, 164, 21, 86, 135], huge amounts of raw and
unprocessed time series are continuously gathered, stored and analyzed for event prediction.
Therefore, many researchers have proposed tools, frameworks and approaches [125, 16, 71, 168,
15, 57, 86, 135] for automatically processing the data and preparing it for further use, such
as visualization or machine learning. While there exists work that considers the topology of
a system [135], how to design a preprocessing framework for a multi-system environment is
still an open challenge. We thus propose a sophisticated, highly configurable preprocessing
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Component Type
→ Time Series Kind

Components
→ Attached Time Series

A → ∅ A1 → ∅
A2 → ∅

B → B-01, B-02
B1 → B-01B1
B2 → B-01B2 , B-02B2
B3 → ∅

C → C-01
C1 → C-01C1
C2 → ∅
C3 → C-01C3

D → D-01, D-02, D-03 D1 → D-01D1 , D-02D1 , D-03D1

Table 4.1: Example time series mappings for the same system as shown in Figure 4.1.

B-01B1 B-01B2

B-02B2 C-01C1

C-01C3 D-01D1

t1 t2 t3 t4 t5 t6

D-02D1

t1 t2 t3 t4 t5 t6

D-03D1

Figure 4.3: Example data for the Attached Time Series in Table 4.1 with the corresponding
component lifetimes as specified in Figure 4.1.
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framework that can handle event and time series data from topologies of multiple systems,
and create ready-to-use CSV files that can directly be plugged into existing machine learning
models.

4.3.1 Requirements

Originally defined in our contribution in [153], we first list five requirements (RQM) that a
data preprocessing framework should fulfill, following the data assumptions introduced in
Section 4.2 and recommendations from related work:

• RQM 1: Multi-system analysis support [209, 77, 157]: Handling data from multiple
systems comes with new challenges that must be addressed by the framework. Specifically,
the different sizes of the systems in terms of components must be taken into account,
since these have a direct impact on the data balance.

• RQM 2: System topology support [135]: The topology of a system, i.e., the components
and their lifetimes as well as connections, must be supported by the framework. An
important task is also to map events and timeseries to the corresponding entities and to
resolve all connections accordingly.

• RQM 3: Data selection and sampling techniques [125, 193]: Given potentially huge
amounts of data, selecting and sampling play an essential role. The framework should
enable users to exactly specify which systems, topological components, events and time
series (for each component type) should be processed. Configuration settings for the time
series must allow precise control over which parts and how they should be processed.

• RQM 4: Missing data handling techniques [71, 168]: Incomplete data is a common
issue due to recording errors, data loss, bugs and various other reasons, especially with
real-world data. A framework must thus be capable of appropriately handling missing
system components as well as incomplete time series data.

• RQM 5: Big data performance scalability [66]: Continuously collecting time series data
from hundreds of components in multiple systems results in large amounts of data. The
performance of a preprocessing framework needs to scale well with increasing input sizes.

4.3.2 Preprocessing Pipeline

Our proposed framework is primarily designed for assisting users in creating time-series-based
feature vectors that can be used for training machine learning models with the goal of event
prediction. Repetitive and error-prone tasks are completely handled by the framework, allowing
users to concentrate on the machine learning part rather than the equally important but
often tedious data selection and preprocessing. We expect only three inputs: The raw data
together with an appropriate interface for querying, and so-called configuration files (config
as an abbreviation). After having established a data connection (typically only done once in
the beginning), the only thing users have to provide are configs, which store every relevant
preprocessing information and are thus the most important driver of our framework. Due to
this reason, we opted for the YAML file format to aid users in reading, creating and adapting
configs. Once a config is passed to the framework, the framework automatically processes the
data according to this config and creates feature vectors stored in CSV files as output, which
can directly be used for training and testing machine learning models.
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A general overview of our configuration-based framework is shown in Figure 4.4. It consists
of four main steps, each of which takes the data from the previous step as input and produces
an output for the next one, starting from the raw data and configuration files, and ending
with the final CSV files. The first part of this preprocessing pipeline is establishing the data
access to the raw data. Afterwards, a config is used to specify which parts of all the raw
data should be selected for further processing (data selection). In the third step, the config
defines all locations where actual data should be extracted (sampling), which results in (still
empty/unfilled) samples. The fourth and last part is the data extraction, where the time
series are actually queried and processed according to the provided config. This is done for
all samples of the previous step, thereby filling them and creating feature vectors, which are
ultimately stored in the final CSV output files. We describe the individual steps and their
config settings1 in detail in the following sections.

4.3.2.1 Data Access

In the first step, we establish the data access to the raw data of the different systems, which
includes the topologies, events and time series. We accomplish this by providing an application
programming interface (API) from which we can query structured data,2 i.e., the users
have to provide corresponding implementations for their raw data sources, for example, an
implementation to query the time series in an InfluxDB, one to provide the events that are
stored in CSV files and another to access the topology from JSON files. If the different data
sources do not change, this part only needs to be done once at the very start, the remaining
tasks for users are then to simply write configs. The data access step da can be described with
the function defined in Equation 4.1:3

da(rawData)→ structuredData (4.1)

where rawData describes the original data (topologies, events, time series) and structuredData
the unified, structured view on that data, which the framework can access to extract and
process (selected) parts in the next step.

4.3.2.2 Data Selection

The second part of the preprocessing pipeline is selecting the data that should be extracted
by our framework, which addresses the requirements RQM 1 and RQM 3. As annotated in
Figure 4.4, the data selection can be specified in the config file, which contains the settings
systems for selecting the systems, eventType for specifying the type of events for the main-
ComponentType and timeSeriesKinds for selecting the metrics we want to analyze. from and
to specify the observation period, and timeUnit defines the resolution of the time series (e.g.,
one minute). The example in Listing 4.1 shows how these config settings could look like in
the YAML format. Here, three systems and four time series kinds are selected for processing.
The events of interest are ServiceSlowdowns and the main component type is thus Service.

1There are actually more configuration settings than mentioned here, but many are irrelevant for the points
demonstrated in this thesis (e.g., the location of databases, the file output names or settings for randomization).

2The exact format of this structured data is implementation-specific and thus not explained in more detail
in the context of this thesis. Roughly summarized, the structured data represents easy-to-use objects for
topologies, events and time series, which are much more convenient to use in a programming context than to
repeatedly having to access the raw data (e.g., parsing JSON files or querying an InfluxDB).

3The actual function should be ds(rawData, cda), where cda are the config settings for the data access part.
However, as mentioned in the previous footnote, these settings are not important in the context of this thesis,
which is why they are omitted in Equation 4.1.
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The observation period is a single day in the resolution of one minute, i.e., the resolution of
the individual time series of the four selected kinds is one minute. There are also a couple of
settings on how to partition the inspected data. splits specifies how the above observation
period should be split into multiple smaller parts (e.g., a 60% train split and a 40% test
split). This splitting is done based on the observation period partitions, which are extracted
with the given partitionSize (e.g., the period is 20 days and the partition size is one day,
then 20 partitions are created which are then distributed according to the splits). Finally,
the setting combinations can be used to repeat the splitting multiple times in a randomized
fashion. With the input structuredData from the data access part, the data selection step ds
can be described with the function defined in Equation 4.2:

ds(structuredData, cds)→ structuredDatads (4.2)

where structuredDatads represents the subset of the structured data as specified via the
corresponding configuration settings cds.
...
systems:
- "SystemA"
- "SystemB"
- "SystemC"
eventType: "ServiceSlowdown"
mainComponentType: "Service"
timeSeriesKinds:
- "H-01"
- "H-02"
- "D-04"
- "N-01"
from: "2020-07-21␣00:00"
to: "2020-07-22␣00:00"
timeUnit: "1␣min"
...

Listing 4.1: Partial YAML config file with some data selection settings.

4.3.2.3 Sampling

The sampling step parses the selected data subset from the previous step to create so-called
annotated samples s ∈ S, which store a timestamp ts, the entity (must be of the main
component type), the corresponding system and whether it is a positive (an event occurred) or
a negative sample (no event occurred). Given the structuredDatads from above, the sampling
step sp can be described with the function defined in Equation 4.3:

sp(structuredDatads, csp)→ S (4.3)

where S is the set of annotated samples that are obtained when running the preprocessing
framework with the sampling configuration settings csp. Two different kinds of sampling are
supported, which can be selected with the setting samplingMode.

The first method is Per-Event (PE) sampling, where positive samples are based on event
occurrences. For each event, an annotated sample is created at the time of the event. However,
there are two main configuration settings that influence this behavior. dropCloseEvents
specifies whether events that happened on the same entity should be dropped, given a distance
threshold closeEventsDist. These settings can help, for instance, if the users want to ignore
data from multiple consecutive events that perhaps occurred only due to the first event. After
having created all positive samples, negative samples must be created, which is done by
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randomly selecting timestamps for random entities within the observation period. There are
several settings allowing more control over this second sampling procedure. negSampling-
Source defines which random entities are eligible for creating negative samples. Three values are
available: non-event entities (no events occurred during the entity’s lifetime), event entities (at
least one event occurred during the entity’s lifetime) or all entities (no event-based restriction).
The latter two can be specified in more detail if minDistNegSampleToEvent is given, which
represents the minimum distance to any positive sample (cf. Red Zone in Figure 4.4). While
the amount of positive samples is limited by the number of events, the negative sample count
can be controlled with the ratio of positive to negative samples as 1 : balancingRatio (e.g.,
1 : 2 would mean that twice as many negative samples are created). Another important
setting is the balancingMode that can either be system balancing or overall balancing, which
addresses our first requirement RQM 1. The former simply treats every system individually,
thus applying the balancing ratio (to create the negative samples) within each system on its
own. Overall balancing, on the other hand, considers the system sizes. The balancing ratio is
applied to the sum of all positive samples across all systems, and then the resulting negative
samples are distributed according to the system sizes that are defined by the number of entities
of the main component type. More formally, the number of negative samples (before addressing
the balancing ratio) for a system sys is equal to sys.#mc∑

sys′∈Sys sys′.#mc ·
∑

sys′∈Sys sys
′.#ps, where Sys

is the set of available systems, and sys.#mc and sys.#ps are the number of main components
and number of positive samples of system sys. For example, if the balancing ratio is 1 : 1 and
if there are two systems with 10 and 90 events (i.e, 100 negative samples must be created) and
20 and 60 main components each, the overall balancing mode will result in 25 negative samples
( 20
20+60 · (10 + 90) = 25) for the first system and 75 for the second ( 60

20+60 · (10 + 90) = 75),
whereas the system balancing mode will yield 10 and 90 negative samples, respectively.

The second method is Slide-Through (ST) sampling, where samples are created using a
sliding sampling point that advances through the observation period. With an optional offset,
this sampling point is successively moved forward until the end of the inspected data period is
reached, and at each step, a sample is created. The setting stepSize can be used to specify
by how much the point advances in each step. ST requires no balancing settings since the
ratio of positive to negative samples is automatically determined based on how many of the
created sliding samples were classified as positive or negative. Whether a sample is labeled as
positive or negative is defined by the predictionWindowSize pws. Assume that ST returned
a sample for some entity at timestamp ts. If at least one event occurred at this entity in the
interval [ts, ts+pws), i.e., in the prediction window, then the sample is labeled as positive, and
otherwise, it is labeled as negative. In case pws = 0, the sample is only classified as positive if
at least one event happened exactly at timestamp ts. A positive sample is duplicated for each
individual event that occurred within the prediction window in order not to discard any event
data. Figure 4.5 shows an example time series and the process of ST sampling. Starting at
timestamp 5 (offset), we slide through the series in steps of five (step size), which results in
a total of five samples for the observation period [0, 30). Given a prediction window size of
two, we create one positive sample at timestamp 5 because an event occurred at timestamp 6,
which is inside the corresponding prediction window [5, 5 + 2), and four negative samples at the
remaining timestamps. Note that prediction window sizes can influence the lead time, which
is the time between the sample timestamp and the data extraction window (the observation
window; cf. Section 4.3.2.4 for details). In the example, the positive sample at timestamp 5
actually has an additional lead time of one (in addition to the global lead time specified in the
data extraction part; cf. Section 4.3.2.4), since the event occurred at timestamp 6 = 5 + 1.
The larger the prediction windows are, the more the lead time might be affected.
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Figure 4.5: Example of the slide-through sampling mode on a time series and the resulting
samples. Config settings: offset = 5, stepSize = 5, predictionWindowSize = 2.

4.3.2.4 Data Extraction

Until this point, no actual time series data has been extracted, which is the task of the final
preprocessing step. Given the set of annotated samples S from the sampling part, the data
extraction step de can be described with the function defined in Equation 4.4:

de(S, cde)→ F (4.4)

where F is the set of feature vectors which are created for the annotated samples in S, i.e.,
F = {fs | s ∈ S}, and cde represents the corresponding data extraction configuration settings
that can be categorized into three groups: settings controlling the observation windows, settings
for handling missing data and data augmentation settings. There is also one setting that
controls the raw data before the following data extraction, which is called standardize. If
enabled, each time series of each individual entity is standardized (cf. Section 2.5.1 on p. 33)
beforehand. This way, we ensure that the value ranges of the different entities are about the
same, which is important when considering absolute time series metrics (e.g., the available
memory in bytes), as these can yield drastically different values compared to relative metrics
(e.g., one service could run on a host with 64GB of main memory, whereas another service
could be connected to a host with only 4GB of memory).

Observation Windows The observation window settings contain all relevant information
needed to extract data from a set of time series, which ultimately results in a feature vector fs
for an annotated sample s. To better understand the following technical description, we
provide a small example config in Listing 4.2, which is visualized in Figure 4.6 (details on the
example are provided further below). A global setting is the leadTime lt, which indicates the
time between where data should be extracted and the timestamp of the annotated sample, i.e.,
it can be used to collect data for a sample that lies lt in the future. For each time series kind
that was chosen in the data selection step, an observation window4 can be specified with three
config settings to extract the actual data from the time series of that kind. The final feature
vector is then a conjunction of blocks (cf. the three blocks B-01, C-01 and D-01 of the example
feature vector show in Figure 4.6), where each block contains the data of the corresponding

4In fact, multiple windows can be specified, however, this is a rare use case which does not occur in this
thesis. Since it would needlessly complicate the following description, we decided to omit unnecessary details.
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observation window, i.e., the feature vector will contain as many blocks as there are time series
kinds, since one kind equates to one observation window. For a given annotated sample, the
framework first automatically resolves all entities to which the sample’s main component is
connected (cf. Topology Resolution in Figure 4.4 and requirement RQM 2). Afterwards, the
time series are prepared for each entity, and the observation windows for the corresponding
time series kinds are applied. Three config settings control the data extraction as follows:

• size indicates the observation window size ows for time series of the specified type, i.e.,
the inspected time range of the corresponding series x, meaning that ows time units
of x should be collected. The window’s start timestamp tw is determined by its size,
the timestamp ts of the annotated sample and the lead time lt, and it is calculated as
tw = ts − lt− ows. In the end, a vector rx containing ows raw values of time series x is
extracted using the timestamps of the window, where rx = (xt | t ∈ [tw, tw + ows)) =
(r1x , . . . , rowsx), i.e., rx is a subsequence of x.

• These raw values can optionally be aggregated with the setting aggrFuncs, which
specifies a list of aggregation functions AF = (aggri | i ∈ [1, n]), where n is the
number of functions, and aggri can be any valid function that takes the raw time series
values as input and returns a single value, such as the minimum, maximum, average,
standard deviation, median, skewness, kurtosis, slope of the fitted regression line or
Pearson correlation. The raw values rx are then transformed into aggregated values
ax = (aggri(rx) | ∀i ∈ [1, n] ∧ aggri ∈ AF ) = (a1x , . . . , anx), which form one block of
the feature vector fs for the current sample s.

This procedure is repeated for all time series kinds K = {kj | j ∈ [1,m]}, with m being
the number of kinds, until the entire feature vector is finished, i.e., all blocks have been
assembled. This can be formulated as fs = (ak1x , . . . ,a

km
x ), where akjx represents the

aggregated values of time series x of kind kj ∈ K.

• The topological assumptions of our data state that there can be multiple entities of
the same component type. If there are e ≥ 2 such entities, this can result in e time
series X = {x1, . . . ,xe} of the same kind k. Here, we cannot create the feature vector
because akX is not defined. We can only compute the individual aggregated values, i.e.,
akx ∀x ∈X. One idea would be to simply append these individual results to the feature
vector (resulting in multiple boxes), but then, the feature vectors across all annotated
samples S would no longer be equal in length (the number of entities might vary between
the samples), violating our definition of a feature vector (cf. Section 2.4.1 on p. 13).

This is where the third config setting combFuncs comes into play, which allows us to
specify a list of combination functions CF = (combi | i ∈ [1, n]), where n is the same
number of functions as there are aggregation functions, and combi can be any valid
function that takes a list of values as input and returns a single value (again, minimum,
maximum, average, etc.). The number of aggregation and combination functions must
be equal because there must be exactly one matching combination function for each
aggregation function, i.e., aggri ↔ combi ∀i ∈ [1, n]. We can now solve our multi-time-
series predicament. We create a list of aggregations aki by combining the i-th entries of all
the individual aggregated values akx. Let akx = (ak1x , . . . , a

k
nx

), then aki = (akix | ∀x ∈X).
Naturally, we obtain n such aggregation lists aki since we have n aggregation functions.
Finally, we merge the values of every aki by applying the matching combination function,
which results in the combined values ckX = (combi(aki ) | ∀i ∈ [1, n] ∧ combi ∈ CF ) =
(c1X , . . . , cnX

) that replace our undefined akX . We now can combine arbitrary many
time series X of a certain kind k while still producing a single box (of size n) in the
feature vector.
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If there are multiple time series but we did not decide to specify any aggregation
functions, i.e., we want to collect the raw values rx ∀x ∈ X, the procedure is very
similar. Analogously as before, we create a list of raw data rki by combining the i-th entries
of all the individual raw values rkx. Let rkx = (rk1x , . . . , r

k
owsx), then rki = (rkix | ∀x ∈X).

Naturally, we obtain ows such raw data lists rki since we have ows raw values. In
contrast to above, we now only have a single combination function with CF = (comb)
that is applied to all these raw data lists. Finally, we merge the values of every rki
by applying this combination function, which results in the combined (raw) values
ckX = (comb(rki ) | ∀i ∈ [1, ows]) = (c1X , . . . , cowsX ) that replace our undefined akX . We
now can combine arbitrary many time series X of a certain kind k while still producing
a single box (of size ows) in the feature vector.

Example Since the above mathematical description of the data extraction with observation
windows might seem complicated at first glance, we provide a small example in Figure 4.6,
which is based on (parts of) the topology of the system in Figure 4.1. Assume that we selected
A as our main component type and that we have an annotated sample s with timestamp ts,
entity A1 and a negative label (no event occurred at the timestamp). We now want to create
the corresponding feature vector fs. The label can directly be copied from the annotated
sample, whereas the actual time series data values are extracted using the config settings
specified in Listing 4.2.

...
leadTime: 5
observationWindows:
- B-01:

size: 10
aggrFuncs:
- "Min"
- "Max"
- "Avg"
combFuncs:
- "Min"
- "Max"
- "Avg"

- C-01:
size: 5
aggrFuncs: []
combFuncs:
- "Avg"

- D-03:
size: 15
aggrFuncs:
- "Slope"
- "Correlation"
combFuncs:
- "Avg"
- "Avg"

...

Listing 4.2: Partial YAML config file with the data extraction settings used in the example
in Figure 4.6.

We chose a global lead time (LT) of 5, which is thus the same for all observation windows.
We further decided to inspect three time series kinds: B-01 of component type B, C-01 of
component type C and D-03 of component type D. For B-01, we chose an observation window
of size 10 and three aggregation functions that calculate the minimum, maximum and average
of the data within this window. Since we have multiple time series of this kind, we also have
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B-01B1 LT

ts

D-03D1 LT

ts

Time: ts

Entity: A1
System: DemoSystem
Label:

Min Max Avg

0.0 4.1 3.5

1.2 5.0 1.7

Min Max Avg

0.0 5.0 2.6

Slope Correlation

0.9 0.7

B-01B2 LT

ts

C-01C1 LT

ts

r1 r2 r3 r4 r5

19 93 95 97 12

21 23 25 25 18

C-01C2 LT

ts

r1 r2 r3 r4 r5

20 58 60 61 15

Combine
(Min, Max, Avg)

Combine
(Avg)

Aggregate (Min, Max, Avg)

Aggregate (Min, Max, Avg)

Raw

Raw

Aggregate (Slope, Correlation)

Label Min Max Avg r1 r2 r3 r4 r5 Slope Correlation

0.0 5.0 2.6 20 58 60 61 15 0.9 0.7

A1

B1 B2

C1 C2 D1

fs =

B-01 C-01 D-03

Annotated Sample s: DemoSystem:

Figure 4.6: Example of how a feature vector fs is created for an annotated sample s using
different observation windows as specified in Listing 4.2.
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to specify equally many combinations functions. Here, we simply used the same functions,
which results in the minimum of the minima, the maximum of the maxima and the average
of the averages. For C-01, we selected an observation window of size 5 but no aggregation
functions in order to extract the raw values. Again, there are multiple time series of kind C-01
in our example, but since we have no aggregation functions, we only need to provide a single
combination function, where we opted for the average. Lastly, the observation windows of D-03
yield 15 values, which are aggregated using the slope of the regression line and the Pearson
correlation. For the combination functions, we chose the average two times, meaning that we
calculate the average of the slopes as well as the averages of the correlations.

First, the topology is resolved. Given the main component A1, we know that we have
to extract data for the connected entities B1 and B2 of type B, C1 and C2 of type C and
D1 of type D. We start with B1 and B2, for which we need to collect data for time series
kind B-01, according to our config. B-01B1 and B-01B2 show the corresponding time series.
Starting from our sample timestamp ts, we first go back LT (lead time) steps and then extract
the previous ten data values. Afterwards, we aggregate these ten values using the functions
Min (minimum), Max (maximum) and Avg (average), and temporarily store the aggregated
values. Since we have two components of the same type, we also have two time series of the
same kind, which we need to combine using our specified combination functions (Min, Max,
Avg). In the example, we thus calculate the minimum of the two minima, the maximum of
the two maxima and the average of the two averages, which results in the first box of the
feature vector fs (cf. B-01 in Figure 4.6). Analogously, we proceed for the components C1
and C2 and their corresponding time series C-01C1 and C-01C2 . However, we can skip the
aggregation part and directly carry over the raw values. Again, we have two components of
the same type and therefore two time series of the same kind. In this case, we need to use
our single combination function (Avg), which is applied to all raw values. In the example, we
thus calculate the average of the first two raw values (r1 of C-01C1 and r1 of C-01C2 ), then
the average of the second two raw value (r2 of C-01C1 and r2 of C-01C2 ), and so forth. This
results in the second box of the feature vector fs (cf. C-01 in Figure 4.6). Finally, we need to
extract data for entity D1, which is again analogous to above, although we do not need to
use our combination functions because we only have a single component and therefore only
a single time series as well. Hence, we can directly use the results of the aggregation (the
slope and the correlation) and store them in the last box of the feature vector fs (cf. D-03 in
Figure 4.6). This concludes the data extraction for the annotated sample s.

Handling Missing Data Incomplete data (cf. NaN (Not a Number) in Figure 4.4) is a
common issue. Therefore, the framework provides several config settings that can be used
to tackle such problems, thereby addressing our fourth requirement RQM 4. The first one
is missingDataMode, which is used to handle missing data within an observation window.
The following actions are all performed on the raw data r = (r1, . . . , rows), i.e., before the
aggregation and combination steps. It can be set to either perform no action and keep the
original NaN data, to drop the window entirely, to fill up missing values with the most recent
non-NaN value, to fill up missing values with the nearest neighbor that is not a NaN value (in
case of a tie, the previous/left neighbor is used), or to use linear interpolation for missing data.
A small example of an observation window of size 7 and the effect of these different modes is
shown in Table 4.2.

The next setting useNaNForMissingTS controls how to deal with missing time series. A
time series can be missing if there are no entities of the corresponding time series kind (the
topology is missing components) or if all the observation windows were discarded in the
previous step using the drop mode. If we disable this setting, then we simply discard the entire
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r1 r2 r3 r4 r5 r6 r7

Original Data NaN 2.0 3.0 NaN NaN NaN 7.0

Missing Data Mode

No Action NaN 2.0 3.0 NaN NaN NaN 7.0
Drop ∅
Most Recent NaN 2.0 3.0 3.0 3.0 3.0 7.0
Nearest Neighbor 2.0 2.0 3.0 3.0 3.0 7.0 7.0
Linear Interpolation NaN 2.0 3.0 4.0 5.0 6.0 7.0

Table 4.2: Example of the effect of different missing data modes.

feature vector. On the other hand, if we enable it, the corresponding box in the feature vector
is filled with NaN values. In Figure 4.7, we show such a case for the same config and topology
introduced in Listing 4.2 and Figure 4.6. Assume that entity D1 is not available, which means
that there are no components of type D anymore and, in turn, there no longer exist any time
series of kind D-03 that we originally specified in our config. Enabling useNaNForMissingTS
solves this problem by replacing the corresponding feature vector values of the box D-03 (slope
and correlation) with NaN.

Min Max Avg r1 r2 r3 r4 r5 Slope Correlation

0.0 5.0 2.6 20 58 60 61 15 NaN NaN

B-01 C-01 D-03

A1

B1 B2

C1 C2 D1

A1

B1 B2

C1 C2

Figure 4.7: Example of missing entities and therefore missing time series, using the same
example as shown in Listing 4.2 and Figure 4.6 but with entity D1 being dropped, which results
in no time series of kind D-03. With the enabled configuration setting useNaNForMissingTS,
the corresponding feature vector box D-03 is filled with NaN values.

Depending on the missing data mode, it might also sometimes happen that we obtain
observation windows with NaN values among the raw values (cf. Table 4.2), which are then
passed to the aggregation and combination functions. We can control how these NaN values
should be treated with the settings discardNaNInAggrFuncs and discardNaNInCombFuncs.
Both these values specify a threshold ratio below which NaN values are discarded. For example,
a value of 0.3 means that NaN values are ignored as long as the amount of NaN values does
not exceed 30% of the total number of values of an observation window. If there are more
than 30% NaN values, no action is performed and all values (including NaN) are passed to
the aggregation/combination functions. Assume that we have a window containing 100 values
and ten of them are NaN (= 10%), then the NaN values are discarded (because 10% < 30%)
and the remaining 90 non-NaN values are be passed to the aggregation/combination function.
This can be helpful to still get meaningful aggregation or combination results rather than
an all-NaN output, especially if the NaN values are scarce (which is the case when using an
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appropriate missing data mode). For instance, calculating the average of 90 out of 100 values
is still useful, where otherwise, we could not compute the average due to the NaN values.5

Data Augmentation The last part of the data extraction step shown in Figure 4.4 is
the optional augmentation, which can be used to create multiple feature vectors for a single
annotated sample to address data imbalance by means of oversampling the minority class (cf.
Section 2.4.2 on p. 15). The augmentation is performed after having processed the raw data with
the selected missing data mode. The most important config setting is called augmentations,
which allows us to specify arbitrary many augmentation functions aug ∈ AUGF together with
a number naug of how many times this function should be applied to the data of an observation
window, where aug can be any valid function that takes the raw time series values r =
(r1, . . . , rows) as input and returns equally many augmented values raug = (r1aug , . . . , rowsaug).
Following the same data extraction procedure as described above, each of the naug augmented
values raug is ultimately converted to a corresponding feature vector faug, which is repeated for
all selected augmentation functions aug ∈ AUGF, i.e., the augmentation of a single annotated
sample results in

∑
aug∈AUGF naug individual feature vectors, in contrast to the single feature

vector when no augmentation is performed (1 :
∑

aug∈AUGF naug vs. 1 : 1 mapping).

Repeatedly calling an augmentation function on the same raw values might at first sound
pointless, however, all the functions provided by our framework incorporate randomness to
generate different augmented values every time they are invoked. We provide five functions,
which we adapted from [182]. The first one is called jitter, which adds random numbers drawn
from a normal distribution N (0, σ2) to the raw data values (σ can be defined by the user).
The next function is scaling, where a single random scaling factor is drawn from a normal
distribution N (1, σ2) and each raw value is multiplied with this factor (σ can be defined by
the user). The third function is called magnitude warp. Here, a random curve with k knots
is generated with the same size as the observation window, where a knot represents a local
minimum/maximum of the curve (k can be defined by the user). The knot values are randomly
drawn from a normal distribution N (0, σ2) and are evenly placed within the observation
window (σ can be defined by the user). Each point of the generated curve is then added to
the corresponding raw value of the observation window. The fourth function named time warp
also utilizes a random curve (the k knot values are randomly drawn from a normal distribution
N (1, σ2), where k and σ can again be defined by the user), but in this case, the timestamps
(and not the values) of the observation window are shifted according to the points of the
curve. Afterwards, the new values corresponding to the original timestamps are reconstructed
using linear interpolation. A small example (adapted from [154]) should convey the idea
more clearly: Given an observation window of size 5 with raw values r and timestamps t as
r =
t = [ 5 7 5 8 7

1 2 3 4 5 ], the timestamps are first randomly shifted based on the generated curve, resulting,
for instance, in r =

t′ = [ 5 7 5 8 7
1.00 2.01 2.97 4.02 5.00 ], and then the new values raug are computed for the

original timestamps t using linear interpolation, which yields raug =
t = [ 5 6.98 5.09 7.94 7

1 2 3 4 5 ]. The last
augmentation function is called permutation, where segments of length z, i.e., continuous parts
of the observation window, are randomly permuted p times (z and p can be defined by the
user). Figure 4.8 shows a visual example of how these augmentation functions transform an
original observation window of size 100 with r = (0, . . . , 99). Depending on the parameters,
the augmented values raug can be significantly different. The example only contains a single
augmentation of every function, i.e., naug = 1 ∀aug ∈ AUGF. Of course, a larger naug would
yield different augmented values due to the randomization.

5Strictly speaking, this depends on the concrete implementation of the function and whether it can handle
NaN values out of the box. The Python-based scientific computation package NumPy [73], for example,
provides both mean and nanmean functions. However, since this is implementation-specific and thus of limited
interest in the context of this thesis, we will not go into further details regarding this particular subject.
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Figure 4.8: Example of the different augmentation functions applied to 100 raw data values.

Finally, two last config settings remain: augmentPosSamples and augmentNegSamples.
These settings control whether we want to augment positive samples and/or negative samples,
respectively. If only one of the settings is enabled, then this has a direct impact on the balancing
ratio, i.e., the ratio of the number of positive samples to the number of negative samples. This
can be useful if we have an unbalanced dataset and we want to apply oversampling on the
minority class (cf. Section 2.4.2 on p. 15).

4.3.3 Scalability

To check whether our framework also fulfills the last requirement RQM 5, we performed an
evaluation where we checked how the framework scales with an increasing number of systems
and time series. To this end, we selected a system with 25 main components of type A that
are connected to one or two entities of type B, which, in turn, are interlinked with one or two
components of either type C or D. During the observation period of this system, 100 events
occurred. We explicitly disabled any parallelization for a better comparability of the results
when conducting the following two experiments:

• In the first evaluation experiment, we created up to 1000 duplicates of the systems and
measured the execution time of the framework when creating feature vectors according
to some given configuration settings. As main configuration settings, we decided to
use per-event sampling with a balanced ratio, and we specified to extract 30 values
of a single time series kind D-01, which we then aggregated using the average (single
aggregation function). Due to the balanced sampling ratio, each system thus yields
100 positive+ 100 negative = 200 features vectors, i.e., up to 200 · 1000 = 200000 feature
vectors for the configuration with the maximum number of systems.

• The second experiment is analogous to the first, with the only difference that the number
of systems remains the same (only the single system is used), but instead, the number of
time series increases. Here, we created up to 1000 duplicates of the single time series
kind D-01 and treated them as if they were different kinds, i.e., D-0001 up to D-1000.
All other config settings are the same as before (balanced per-event sampling, average
of the observation windows of size 30). Naturally, the number of feature vectors now
remains the same at 200 (there is only one system), however, the length of the vectors
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increases proportional to the number of time series (one additional feature vector box
for every additional time series), with a maximum length of 1000.

The results of the two experiments are shown in Figure 3.4, where we can see that increasing
the number of systems (#Systems) as well as time series (#Time Series) both scale linearly
proportional, which is a desirable property, especially for large datasets (RQM 5). We can
also observe that increasing the number of systems has an overall lower effect on the run-time
performance of our framework.
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Figure 4.9: Normalized run times of the preprocessing framework when increasing the number
of systems (#Systems) and the number of time series (#Time Series), revealing a linear trend
in both cases. The normalization is based on the minimum and maximum run time of both
measurements to allow a relative comparison between them.

4.4 Approach

Our approach for the multi-system event prediction can be summarized in two steps: data
preparation and machine learning model fitting. The main idea is to create a configuration
to extract multi-system time series and event data, potentially post-process the resulting
feature vectors (e.g., if special treatment is necessary which cannot be accomplished with our
preprocessing framework6) and then train various supervised machine learning models, whose
objective is to find patterns, links and correlations between the time series input and the
event/non-event output.

4.4.1 Data Preparation

The above introduced preprocessing framework considerably facilitates data preparation, since
we no longer have to worry about the peculiarities of the multi-system environment with
the topologies, events and time series. The only thing required to extract data is providing
appropriate configs. However, this is an essential task, as the configuration heavily influences
the resulting feature vectors, and thus, care must be taken when creating such a config. Some
machine learning models and training/testing scenarios might require certain data adaptations
and changes, so we can optionally post-process the CSV output generated by our framework.

6Of course, we could adapt our framework to also handle special cases. However, we deliberately decided
against this because we wanted to keep the framework general (to a certain degree) without explicitly having
to address every special case, which are often heavily dependent on the current problem, the domain and the
chosen machine learning models.
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4.4.2 Event Prediction

After the data preparation, the actual prediction can begin. Since event prediction is a
supervised task, we require a labeled training set (Xtrain, ytrain) as well as a labeled test set
(Xtest, ytest), which we can achieve by either a standard train-test split or via cross-validation.
Afterwards, we select the machine learning algorithm which we want to use for the subsequent
experiments. This can be any supervised algorithm, such as decision trees, neural networks
or random forests. For our multi-system environment and a given set of systems S, we then
create three kinds of supervised machine learning models (using the selected algorithm).

Starting with the training phase, the first kind comprises single-system modelsMsingle, where
we only use data of the respective system for model fitting, more formally,Msingle = {fit(strain) |
s ∈ S}, where strain contains the training feature vectors Xtrain and the corresponding event
labels ytrain of system s. The second kind is a naive multi-system model mnaive, where
we simply use the data of all systems for training, i.e., mnaive = fit(Strain), where Strain
contains the training data merged across all systems. The third kind represents clustered
multi-system models Mclustered, which are more sophisticated multi-system models. Here,
we try to identify clusters C ∈ C within the available systems based on some criteria (e.g.,
the number of components of a system), and then we train a model for each cluster with
the data of its contained systems. Formally speaking, Mclustered = {fit(Ctrain) | C ∈ C},
where C = {C1, . . . , Ck | Ci ⊂ S ∧ ∀i 6= j : Ci ∩ Cj = ∅}, k indicates the number of clusters,⋃
C∈C C = S and Ctrain contains the training data merged across all systems of cluster C.

In the testing phase, we now determine the performance of every model by extracting their
predicted labels ŷs for every system s and then calculating appropriate evaluation metrics (cf.
Section 2.4.3.3 on p. 17). For each single-system model, the test data of the corresponding
system is used, i.e., ŷs = ms.predict(stest) ∀s ∈ S ∧ms ∈ Msingle, where stest only contains
the testing feature vectors Xtest of system s (without the true labels ytest). Analogously, we
proceed with our naive multi-system model, which results in ŷs = mnaive.predict(stest) ∀s ∈ S.
The clustered multi-system models are also handled similarly. We only need to make sure that
the test data of system s is passed to the clustered model that was trained with data from this
system, more formally, ŷs = mC .predict(stest) ∀s ∈ S ∧mC ∈Mclustered ∧ s ∈ C. Ultimately,
given |S| = n systems (| ∗ | represents the set’s cardinality), we thus obtain n predicted labels
ŷ for each of our three kinds of machine learning models, which we can then compare to the
true labels ytest to determine the prediction quality.

4.5 Data for Evaluation

Once again, we use real-world data from our industry partner. We collect monitoring data
from multiple, independent systems, which includes topologies, events and time series. Their
structure is exactly as described in Section 2.3 on p. 7, and we list what concrete parts thereof
we need in the following:

• Topology: We select the service as our main component type, as we are interested in
events occurring there. Services are connected to processes, but since processes do not
have any time series data attached, we drop them and directly move on to the hosts
on which they run (we thus have a shortened topology link Service→ Host instead of
Service → Process → Host). The last two component types we collect are disks and
network interfaces that are both interlinked with host entities.

• Events: As already indicated above, we want to inspect events that occur on services.
Specifically, we investigate whether a service slowdown, i.e., a performance-related event
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where the average response time of a service appears to be slower than normal, can be
predicted based on the time series of the connected components.

• Time series: This is where the actual data for the prediction comes from. For a given
service, we collect all available time series metrics of all component types: 11 host series,
13 disk series and 10 network series, which are listed in detail in Table 2.2 on p. 12. All
time series are evenly spaced and available to us in one-minute resolution.

For the evaluation of our event prediction approach, we gathered monitoring data from
705 systems over the course of 20 days, ranging from 19.01.2018 09:00 UTC (Coordinated
Universal Time) to 08.02.2018 09:00 UTC. During this observation period, 17733 slowdowns
occurred on 2084 service entities in 434 systems, for which we present statistical insights in
the following. Further details on the data exploration (e.g., the complete data overview of all
705 systems) can be found in the appendix (cf. Section C.1 on p. 221). For the visualizations,
we use box plots, but we do not show outlier values in most cases to avoid overloading and
skewing the plots. Instead, we provide tables that list detailed information to complement the
box plots.

Figure 4.10 and Table 4.3 show the number of entities for each component type, averaged
across the 434 systems. We can also see the total number of components (cf. column Total).
For each of these components, we calculated the average number of connections to other
entities, which is presented in Figure 4.11 as well as Table 4.4.

0 100 200 300 400 500

#Services
#Hosts
#Disks

#Networks

Figure 4.10: Component count statistics of the 434 systems, visualized with a box plot.
Detailed information is available in Table 4.3.

Component
Type Total µ σ min p10 p25 p50 p75 p90 max

#Services 120528 277.71 826.85 3 13 29 75.5 223.75 434.2 11339
#Hosts 22058 50.82 157.84 1 2 5 13 34 100.6 2383
#Disks 75713 174.45 550.15 0 4 9 32.5 123 287 6025
#Networks 27921 64.33 166.14 0 2 6 15 40 144.4 1442

Table 4.3: Component count statistics of the 434 systems. µ = average, σ = standard
deviation, pi = i% percentile, min = minimum, max = maximum.

Moving on to the event statistics, Figure 4.12 displays the system-averaged number of
slowdowns, the number of all services, the number of services where an event occurred and
the number of services where no event occurred (#Event Services + #Non-Event Services =
#Services). More details on these statistics can be looked up in Table 4.5.

Finally, we present statistics on the time series data. The system-averaged available
observation period [From,To) for each of the 34 time series metrics is shown in Figure 4.13.7

7Since the year is always the same (2018), we omit this information in all date formats.
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Figure 4.11: Connection count statistics of the 434 systems, visualized with a box plot.
Detailed information is available in Table 4.4.

Connection Type µ σ min p10 p25 p50 p75 p90 max

Service to #Hosts 1.47 3.90 0 0 1 1 1 3 419
Disk to #Hosts 1 0.02 0 1 1 1 1 1 1
Network to #Hosts 0.64 0.48 0 0 0 1 1 1 1
Host to #Services 8.02 80.64 0 0 0 1 3 11 5671
Host to #Disks 3.44 38.42 0 0 0 1 2 6 2873
Host to #Networks 0.81 2.17 0 0 0 1 1 1 173

Table 4.4: Connection count statistics of the 434 systems. µ = average, σ = standard
deviation, pi = i% percentile, min = minimum, max = maximum.
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Figure 4.12: Event and corresponding component count statistics of the 434 systems where
events occurred, visualized with a box plot on a logarithmic scale. Detailed information is
available in Table 4.5.

Counts Total µ σ min p10 p25 p50 p75 p90 max

#Slowdowns 17733 40.86 73.89 1 2 4 13 40 111.5 689
#Services 120528 277.71 826.85 3 13 29 75.5 223.75 434.2 11339
#Event Services 2084 4.80 5.79 1 1 2 3 6 10 61
#Non-Event S. 118444 272.91 825.77 1 11 26 69.5 218 415 11314

Table 4.5: Event and corresponding component count statistics of the 434 systems where
events occurred. S. is short for services. µ = average, σ = standard deviation, pi = i%
percentile, min = minimum, max = maximum.
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We can see that the starting timestamp From falls indeed on the 19.01.2018 in most systems,
but the end timestamp To, on the other hand, averages to February 7th. This is because for
roughly half of the systems, we only could extract time series data until the 6th of February
due to a data export error. Regarding the number of time series data points, an overview is
displayed in Figure 4.14, where the average number of data points per system is shown for each
of the 34 time series kinds (details are listed in Table 4.6). In total, the 434 systems roughly
contain twelve billion individual time series data points. Although this is a huge amount,
many of the time series are incomplete due to data loss, data extraction errors or component
unavailability. A detailed description of how the following time series data completeness was
calculated can be found in [90]. Figure 4.15 shows the average completeness of our 34 metrics.
Normalized by Systems means that the completeness was first calculated per system, i.e., the
average component completeness within a system, and then the average was computed over
all systems. Normalized by Components means that the completeness was calculated as the
average over the completeness of all components of all systems. There is a strong trend of lower
component-based completeness, indicating that there are some systems with a considerable
number of components which have a low completeness score. Figure 4.16 allows a more closer
look into the data completeness of each of the 20 days of the export. This plot also clearly
reveals missing data for the last two days, since for half of the systems, time series data was
only collected up to 06.02.2018 rather than 08.02.2018 as already mentioned above. To get
an even more in-depth view, we also present the time series completeness percentage of each
individual system, which is shown in Figure 4.17.8 The results are first sorted by by the
most complete system (top to bottom across both columns) and then by the most complete
time series metric (left to right), i.e., the most upper left system has the highest data point
availability (cf. system fffa0 in Figure 4.17a), whereas the most lower right system is the least
complete one (cf. system 11919 in Figure 4.17c).

Obviously, a significant amount of data is missing and incomplete, so extra care must
be taken when processing and evaluating this dataset, which means creating appropriate
framework configurations and applying post-processing options before training the machine
learning models. Moreover, given the comparably low number of events during the entire
observation period, we clearly operate on a dataset with a significant data imbalance (cf.
Section 2.4.2 on p. 15). Both these matters must be addressed accordingly, where we present
details in the next section.

4.6 Evaluation

With the exploratory data analysis from above in mind, simply using all 434 systems hardly
makes any sense, so we first decided to only include those systems where at least 50 events
occurred during the observation period. The reasoning behind this is the fact that for creating
our single-system models, we can only use data from a single system. If a system does not
have many events, it necessarily does not have many (positive) samples as well, which limits
the learning capability of our machine learning model. Moreover, we also need to split the
system data into training and testing datasets, which reduces the samples available for learning
even further.9 Given the event statistics #Slowdowns in Table 4.5, we can already see that
we need to drop the majority of the systems to fulfill our minimum event requirement: Only
96 systems remained after this filtering step.

8Due to confidentiality, all systems are represented via a five-digit hash code.
9For instance, an 80/20 split would mean that we can use 40 of the 50 events for training and the remaining

ten for testing.
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Figure 4.13: Time span statistics of the 434 systems given by [From,To) markers in the
format day.month, visualized with a box plot.
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Figure 4.14: Time series data point statistics of the 434 systems, visualized with a box plot.
Detailed information is available in Table 4.6.
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ID #Sys. Total µ σ min p50 max

H-01 434 189.59 · 106 0.44 · 106 0.61 · 106 4209 0.21 · 106 4.21 · 106

H-02 434 189.44 · 106 0.44 · 106 0.61 · 106 4209 0.21 · 106 4.21 · 106

H-03 325 123.21 · 106 0.38 · 106 0.57 · 106 21 0.20 · 106 4.11 · 106

H-04 434 189.60 · 106 0.44 · 106 0.61 · 106 4209 0.21 · 106 4.21 · 106

H-05 325 122.34 · 106 0.38 · 106 0.56 · 106 21 0.18 · 106 4.11 · 106

H-06 434 190.37 · 106 0.44 · 106 0.62 · 106 4209 0.21 · 106 4.21 · 106

H-07 434 190.55 · 106 0.44 · 106 0.62 · 106 4209 0.21 · 106 4.21 · 106

H-08 434 190.44 · 106 0.44 · 106 0.62 · 106 4209 0.21 · 106 4.21 · 106

H-09 434 190.22 · 106 0.44 · 106 0.62 · 106 4209 0.21 · 106 4.21 · 106

H-10 364 130.19 · 106 0.36 · 106 0.50 · 106 6 0.17 · 106 3.13 · 106

H-11 364 130.18 · 106 0.36 · 106 0.50 · 106 6 0.17 · 106 3.13 · 106

D-01 431 760.11 · 106 1.76 · 106 3.07 · 106 7361 0.63 · 106 28.01 · 106

D-02 431 757.96 · 106 1.76 · 106 3.04 · 106 7361 0.63 · 106 27.62 · 106

D-03 417 686.05 · 106 1.65 · 106 2.97 · 106 7361 0.57 · 106 28.01 · 106

D-04 423 708 · 106 1.67 · 106 3.07 · 106 773 0.53 · 106 28.01 · 106

D-05 423 704.69 · 106 1.67 · 106 3.02 · 106 773 0.52 · 106 27.62 · 106

D-06 423 704.02 · 106 1.66 · 106 3.07 · 106 773 0.52 · 106 28.02 · 106

D-07 423 700.59 · 106 1.66 · 106 3.04 · 106 773 0.52 · 106 28.01 · 106

D-08 423 83.18 · 106 0.20 · 106 0.35 · 106 7 59391 2.71 · 106

D-09 423 406.37 · 106 0.96 · 106 1.61 · 106 773 0.39 · 106 18.30 · 106

D-10 423 670.60 · 106 1.59 · 106 3 · 106 773 0.49 · 106 27.98 · 106

D-11 426 738.34 · 106 1.73 · 106 3.10 · 106 7419 0.61 · 106 28.01 · 106

D-12 298 543.16 · 106 1.82 · 106 3.26 · 106 1331 0.58 · 106 27.62 · 106

D-13 298 549.43 · 106 1.84 · 106 3.38 · 106 1331 0.58 · 106 27.84 · 106

N-01 432 233.72 · 106 0.54 · 106 0.75 · 106 5019 0.27 · 106 5.06 · 106

N-02 432 233.83 · 106 0.54 · 106 0.75 · 106 5019 0.26 · 106 5.06 · 106

N-03 426 224.05 · 106 0.53 · 106 0.72 · 106 5019 0.26 · 106 5.06 · 106

N-04 426 224.02 · 106 0.53 · 106 0.72 · 106 5019 0.26 · 106 5.06 · 106

N-05 426 224.09 · 106 0.53 · 106 0.72 · 106 5019 0.26 · 106 5.06 · 106

N-06 426 224.23 · 106 0.53 · 106 0.72 · 106 5019 0.26 · 106 5.06 · 106

N-07 426 224.24 · 106 0.53 · 106 0.72 · 106 5019 0.26 · 106 5.06 · 106

N-08 426 224.32 · 106 0.53 · 106 0.72 · 106 5019 0.26 · 106 4.94 · 106

N-09 382 163.57 · 106 0.43 · 106 0.62 · 106 25 0.19 · 106 4.61 · 106

N-10 382 163.39 · 106 0.43 · 106 0.62 · 106 25 0.20 · 106 4.61 · 106

Table 4.6: Time series data point statistics of the 434 systems, where #Sys. represents the
actual number of systems that provide the particular metric. µ = average, σ = standard
deviation, pi = i% percentile, min = minimum, max = maximum.
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Figure 4.15: Time series data point completeness (in percent) of the 434 systems, normalized
across all systems and all components, respectively.
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Figure 4.16: Time series data point completeness per day (in percent) of the 434 systems,
normalized across all systems and all components, respectively.
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(a) Time series data point completeness per system (in percent) of the 200 systems S1 = {s1, . . . s200}
out of all 434 systems S = {s1, . . . s434}, i.e., S1 ⊂ S, first sorted by the most complete system (top to
bottom) and then by the most complete time series metric (left to right).
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(b) Time series data point completeness per system (in percent) of the 200 systems S2 = {s201, . . . s400}
out of all 434 systems S = {s1, . . . s434}, i.e., S2 ⊂ S, first sorted by the most complete system (top to
bottom) and then by the most complete time series metric (left to right).
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(c) Time series data point completeness per system (in percent) of the 34 systems S3 = {s401, . . . s434}
out of all 434 systems S = {s1, . . . s434}, i.e., S3 ⊂ S, first sorted by the most complete system (top to
bottom) and then by the most complete time series metric (left to right).

Figure 4.17: Time series data point completeness per system (in percent) of the 434 systems,
first sorted by the most complete system (top to bottom) and then by the most complete time
series metric (left to right).

4.6.1 Clustering

As introduced in the approach in Section 4.4, we want to create more sophisticated multi-
system prediction models based on some sort of clustering. We decided to start with a simple
clustering by inspecting the entity count properties of the 96 systems, i.e., the number of
services, hosts, disks and networks. For the purpose of clustering, we thus created feature
vectors using these four values for each system and applied t-SNE to obtain a two-dimensional
visualization of the entity counts, which is shown in Figure 4.18.10 We can see that clustering
based on the number of services and number of disks seems to be a promising start, since high
service as well as disk counts (indicated by the yellow color) form decent clusters.

#Services #Disks #Networks #Hosts

Figure 4.18: t-SNE visualization (perplexity = 20) of the entity counts of the 96 systems,
tinted by the number of entities. Yellow tones indicate high entity counts, purple low entity
counts.

With these observations in mind, we therefore crafted the following manual rules to extract
four clusters:

10Since entity counts can have substantial outliers for very large systems, we clipped values bigger than the
90% percentile when tinting the resulting t-SNE data in order to get more usable colored plots.
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C1 (entity-heavy)
C2 (service-heavy)
C3 (disk-heavy)
C4 (entity-light)

Figure 4.19: t-SNE visualization (perplexity = 20) of the entity counts of the 96 systems,
tinted by the assigned cluster based on the four manual rules.

• C1 (entity-heavy): The first cluster contains all systems that fulfill s ≥ median(S) ∧ d ≥
median(D), where s is the number of services, d the number of disks, and median(S)
and median(D) the median number of services and disks across all systems, respectively.

• C2 (service-heavy): The second cluster contains all systems that fulfill s ≥ median(S) ∧
d < median(D).

• C3 (disk-heavy): The third cluster contains all systems that fulfill s < median(S) ∧ d ≥
median(D).

• C4 (entity-light): The fourth cluster contains the remaining systems, i.e., all systems
that fulfill s < median(S) ∧ d < median(D).

The system-cluster assignment of these four clusters is shown in Figure 4.19. Regarding the
cluster distribution, clusters C1 and C4 each contain 34 systems (35.4% of all 96 systems),
whereas clusters C2 and C3 each contain 14 systems (14.6%).

4.6.2 Balanced Scenario

The first goal was to identify whether predictions in a multi-system environment can theoreti-
cally work in the first place. To this end, we created various balanced datasets (number of
positive/event samples is equal to the number of negative/non-event samples). As mentioned
earlier, our preprocessing framework is the main driver for creating these datasets, so we list
the most important configuration settings here:

• We export data from all 96 systems over the entire observation period of 20 days, where
the services are the main component type since the slowdown events occur on these
entities.

• We use per-event sampling with a balanced ratio.

• For negative samples, we only select services where no event occurred.

• The balancing is applied to a per-system basis, so every system has equally many positive
and negative samples.

• The missing data point mode is set to linear interpolation.

• If entire time series are missing, we use NaN values as a replacement.
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• We discard NaN values in both the aggregation and combination functions with thresholds
of 0.5 and 0.35, respectively, i.e., if there are fewer than 50% and 35% missing data
points, the NaN values are discarded before the functions are applied. The 35% for the
combination functions are chosen in a way that, for example, combining three entities
where one does not have any data (all NaN) still results in a useful output.

• As an initial evaluation test, we set the lead time to 0, meaning that we want to predict
events that follow right after the data in the observation windows.

• Each time series of each individual entity is standardized before extracting data with
the observation windows.

• Finally, we create observation windows for all 34 time series metrics, each of which
has the following eleven aggregation functions: minimum, maximum, average, standard
deviation, 25% percentile, median (= 50% percentile), 75% percentile, skewness, kurtosis,
slope of the fitted regression line and Pearson correlation. The corresponding combination
functions are the minimum for the minimum aggregation function, the maximum for the
maximum aggregation function and the median for the remaining aggregation functions.
Each feature vector in the created output CSV thus has 34 · 11 = 374 entries.

In total, we created six configurations, which all have the above settings in common and only
differ in the size of the observation windows, where we chose 5min, 10min, 15min, 30min,
45min and 60min (based on the suggestions from domain experts from our industry partner).

Unfortunately, our minimum events requirement does not mean that the selected systems
have a high data completeness, so we had to additionally post-process the resulting CSV files
returned by the framework. First, we discarded all columns, i.e., feature vector entries, which
consisted of ≥ 99% NaN values: 365 out of the 374 columns remained. Next, we removed all
purely NaN-rows, i.e., feature vectors/samples without any actual data, and all remaining NaN
values were set to 0. Since both positive and negative samples (rows) might be removed in
this step, the initially balanced dataset might become unbalanced. Therefore, we re-sampled
on a per-system basis, where we randomly dropped positive or negative samples (depending
on which was the majority class) until the class distribution was equal again in each system.
Of course, dropping positive samples can result in the fact that some systems do no longer
fulfill our minimum events requirement, so we had to filter the dataset again and only keep
those systems which still had at least 50 events. After this filtering step, each of the six
CSV files ultimately contained 57 systems with a total of 1336411 balanced samples. This
also affected our four system clusters: Clusters C1 was reduced to 23 systems (40.4% of all
57 systems), cluster C1 to 10 systems (17.5%), cluster C2 to 11 systems (19.3%) and cluster
C4 to 13 systems (22.8%)

After the post-processing, we prepared the data for training and testing a supervised
machine learning algorithm, where we opted for the default scikit-learn implementation [131]
of the random forest model with 100 trees and no depth limit. We applied a randomly shuffled
80/20 train-test split on each of the six datasets, thereby ensuring that the class balance (per
system) is maintained in both splits. Afterwards, we trained our naive multi-system model,
the clustered multi-system models and the single-system models as follows:

• Naive multi-system model mnaive (short:12 m): The naive model simply uses the training
data of all 57 systems for model fitting. However, systems can differ in size, so we

11More precisely, due to how the aggregation functions and the threshold-based discarding of NaN values
work, the 45min dataset contained 13366 samples and the 60min dataset 13368 samples.

12The short form is used in all following figures and tables.
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decided to apply a system balancing on the training set, where we randomly dropped
pairs of positive and negative samples (in order to keep the class balance) until every
system had equally many samples. Such a system balancing is useful to avoid that the
machine learning model tries to generalize only using the data of larger systems while
ignoring smaller systems (system overfitting). Of course, this reduces the available data
even further. In our case, the smallest system had 50 events (50 positive samples), i.e.,
100 total samples given the equal class balance. With a training split of 80% and the
57 systems, we thus got a training set size of 57 · 100 · 0.8 = 4560 samples.

• Clustered multi-system models mCi ∈Mclustered (short: mCi): We have four clusters, so
the first thing we did was to group the training data according to the system-cluster
assignment. Again, to avoid system overfitting, we then applied the above mentioned
system balancing on these four clustered training datasets. Cluster C1 resulted in
1840 samples, cluster C2 in 880 samples, cluster C3 in 902 samples and cluster C4 in
1040 samples. In sum, slightly more samples are available for training compared to
the dataset of the naive multi-system model, which is to be expected since the system
balancing is based on the system with the lowest number of samples, and this number
can be higher in the different cluster datasets, meaning that in some clusters, not as
many samples have to be dropped.

• Single-systems models ms ∈Msingle (short: Ms): In this case, the procedure is straight-
forward. There are 57 systems, so we trained 57 single-system models with their
corresponding training data. In contrast to the multi-system models, no system balanc-
ing must be performed since we train each system individually, which means that system
overfitting is not possible here.

In the testing phase, the test data is split into the 57 systems, and then the models which
were trained with the corresponding systems are evaluated. The naive multi-system model
is evaluated on the test data of all 57 systems (since it was trained on all 57 systems). The
clustered multi-system models are evaluated on those test data subsets where the same systems
were used for training. The single system models are evaluated on the test data of the
corresponding system. The test data itself is not changed, so the naive multi-system model,
the clustered multi-system models and the single-system models are evaluated on exactly
the same data, which means that each of the three model kinds yields exactly 57 prediction
results (one for each system). These results are presented in Figure 4.20 with details listed in
Table 4.7, grouped by the six different observation window sizes.

The results indicate that the single-system models Ms evidently performed the best in the
majority of the cases, which is to be expected, as the data within a system tends to be more in
unison compared to data of different systems. With the exception of the model mC2 , we can
also observe that the clustered multi-system models mCi generally performed better than the
naive multi-system model m, meaning that our simple entity-based clustering did indeed have
a positive effect on the prediction quality. Interestingly, the different observation window sizes
do not seem to have a big impact. Table 4.8 shows the evaluation metrics averaged across all
tested models, revealing that the averages lie very close to each other. To determine whether
these results are statistically significantly different, we conducted Wilcoxon signed-rank tests
with a significance level of α = 0.01 for all observation window combinations, i.e., comparing
5min to 10min, 5min to 15min, etc., which is shown in Figure 4.21. With the exception of
the 5min option, the tests confirmed that the different observation window sizes did indeed
not affect the prediction quality in most cases, only 33/90 comparisons are truly different
(23 of them can be attributed to the 5min window), but even then, the absolute differences are
negligible (cf. Table 4.8). This might be a bit surprising at first, but a potential explanation
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(a) Evaluation metrics for the 5min observation windows (cf. Table 4.7a for details).
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(b) Evaluation metrics for the 10min observation windows (cf. Table 4.7b for details).
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(c) Evaluation metrics for the 15min observation windows (cf. Table 4.7c for details).
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(d) Evaluation metrics for the 30min observation windows (cf. Table 4.7d for details).
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(e) Evaluation metrics for the 45min observation windows (cf. Table 4.7e for details).
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(f) Evaluation metrics for the 60min observation windows (cf. Table 4.7f for details).

Figure 4.20: Evaluation metrics for different observation windows after running the models
(m = naive multi-system model, mCi = clustered multi-system model, Ms = set of all single-
system models). Detailed information is available in Table 4.7.
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E S m mC1 mC2 mC3 mC4 Ms

A
C
C

µ 0.82 0.85 0.80 0.87 0.82 0.90
σ 0.11 0.08 0.11 0.08 0.12 0.08
min 0.59 0.73 0.62 0.74 0.63 0.69
p10 0.67 0.74 0.67 0.77 0.67 0.78
p25 0.72 0.78 0.75 0.81 0.70 0.86
p50 0.81 0.85 0.79 0.86 0.84 0.92
p75 0.90 0.91 0.83 0.93 0.92 0.96
p90 0.94 0.94 0.94 0.96 0.94 1.00
max 1.00 0.98 1.00 1.00 0.95 1.00

T
P
R

µ 0.82 0.87 0.80 0.89 0.86 0.92
σ 0.13 0.08 0.16 0.12 0.10 0.08
min 0.44 0.70 0.58 0.59 0.68 0.60
p10 0.64 0.77 0.59 0.82 0.71 0.82
p25 0.73 0.81 0.64 0.84 0.82 0.89
p50 0.86 0.86 0.83 0.91 0.88 0.93
p75 0.92 0.94 0.90 0.96 0.92 1.00
p90 1.00 0.97 1.00 1.00 0.99 1.00
max 1.00 1.00 1.00 1.00 1.00 1.00

P
P
V

µ 0.82 0.85 0.80 0.86 0.80 0.89
σ 0.12 0.09 0.11 0.09 0.13 0.09
min 0.58 0.67 0.62 0.72 0.62 0.64
p10 0.67 0.73 0.71 0.75 0.64 0.76
p25 0.71 0.77 0.73 0.80 0.69 0.84
p50 0.83 0.85 0.80 0.83 0.82 0.91
p75 0.90 0.93 0.86 0.92 0.91 0.96
p90 1.00 0.96 0.90 1.00 0.93 1.00
max 1.00 1.00 1.00 1.00 1.00 1.00

F
P
R

µ 0.19 0.16 0.20 0.15 0.23 0.12
σ 0.14 0.11 0.11 0.11 0.16 0.11
min 0.00 0.00 0.00 0.00 0.00 0.00
p10 0.00 0.04 0.08 0.00 0.07 0.00
p25 0.10 0.07 0.13 0.09 0.10 0.04
p50 0.18 0.16 0.22 0.12 0.19 0.09
p75 0.31 0.22 0.28 0.24 0.33 0.16
p90 0.38 0.28 0.31 0.27 0.42 0.26
max 0.53 0.47 0.38 0.35 0.50 0.50

F
1

µ 0.82 0.85 0.79 0.87 0.83 0.90
σ 0.11 0.08 0.12 0.09 0.11 0.08
min 0.56 0.74 0.62 0.69 0.65 0.67
p10 0.68 0.75 0.64 0.78 0.69 0.79
p25 0.73 0.78 0.71 0.82 0.71 0.86
p50 0.82 0.85 0.80 0.86 0.85 0.92
p75 0.91 0.91 0.84 0.93 0.92 0.96
p90 0.94 0.94 0.95 0.95 0.94 1.00
max 1.00 0.98 1.00 1.00 0.95 1.00

M
C
C

µ 0.64 0.71 0.60 0.74 0.64 0.80
σ 0.21 0.16 0.23 0.16 0.23 0.16
min 0.18 0.47 0.23 0.49 0.26 0.39
p10 0.35 0.51 0.35 0.55 0.36 0.57
p25 0.46 0.55 0.50 0.63 0.40 0.73
p50 0.63 0.70 0.60 0.73 0.69 0.85
p75 0.81 0.83 0.66 0.86 0.85 0.92
p90 0.88 0.88 0.89 0.92 0.88 1.00
max 1.00 0.96 1.00 1.00 0.90 1.00

(a) 5min observation window statistics.

E S m mC1 mC2 mC3 mC4 Ms

A
C
C

µ 0.83 0.88 0.81 0.86 0.84 0.91
σ 0.11 0.07 0.10 0.06 0.13 0.08
min 0.58 0.70 0.66 0.76 0.60 0.65
p10 0.68 0.79 0.67 0.80 0.70 0.82
p25 0.75 0.82 0.78 0.81 0.75 0.86
p50 0.84 0.88 0.82 0.86 0.84 0.92
p75 0.91 0.94 0.85 0.91 0.94 0.96
p90 0.94 0.95 0.91 0.96 0.97 1.00
max 1.00 0.98 1.00 0.96 1.00 1.00

T
P
R

µ 0.84 0.87 0.78 0.88 0.90 0.92
σ 0.14 0.09 0.19 0.11 0.11 0.08
min 0.45 0.60 0.50 0.67 0.60 0.58
p10 0.60 0.75 0.50 0.71 0.82 0.80
p25 0.74 0.83 0.64 0.83 0.85 0.90
p50 0.87 0.89 0.84 0.91 0.92 0.94
p75 0.95 0.94 0.92 0.97 1.00 0.98
p90 1.00 0.96 0.97 1.00 1.00 1.00
max 1.00 1.00 1.00 1.00 1.00 1.00

P
P
V

µ 0.83 0.88 0.83 0.86 0.81 0.90
σ 0.11 0.08 0.10 0.09 0.14 0.09
min 0.58 0.75 0.72 0.74 0.60 0.62
p10 0.66 0.77 0.75 0.75 0.65 0.79
p25 0.77 0.82 0.78 0.79 0.70 0.85
p50 0.84 0.89 0.79 0.87 0.82 0.92
p75 0.91 0.95 0.90 0.93 0.94 0.98
p90 0.98 0.97 1.00 0.96 0.99 1.00
max 1.00 1.00 1.00 1.00 1.00 1.00

F
P
R

µ 0.18 0.12 0.16 0.15 0.22 0.11
σ 0.14 0.08 0.10 0.12 0.17 0.10
min 0.00 0.00 0.00 0.00 0.00 0.00
p10 0.02 0.03 0.00 0.04 0.01 0.00
p25 0.08 0.05 0.09 0.06 0.07 0.02
p50 0.17 0.11 0.19 0.15 0.19 0.09
p75 0.23 0.19 0.23 0.23 0.39 0.15
p90 0.36 0.24 0.25 0.30 0.41 0.22
max 0.67 0.26 0.27 0.36 0.47 0.47

F
1

µ 0.83 0.87 0.80 0.87 0.85 0.91
σ 0.11 0.08 0.13 0.07 0.12 0.08
min 0.56 0.67 0.59 0.75 0.60 0.67
p10 0.66 0.79 0.60 0.77 0.74 0.82
p25 0.74 0.83 0.76 0.84 0.79 0.86
p50 0.84 0.89 0.82 0.87 0.85 0.93
p75 0.91 0.94 0.86 0.91 0.94 0.96
p90 0.94 0.96 0.91 0.95 0.97 1.00
max 1.00 0.98 1.00 0.96 1.00 1.00

M
C
C

µ 0.66 0.75 0.63 0.74 0.69 0.82
σ 0.21 0.14 0.20 0.12 0.25 0.15
min 0.17 0.41 0.33 0.53 0.20 0.31
p10 0.38 0.57 0.35 0.62 0.41 0.65
p25 0.50 0.65 0.55 0.66 0.53 0.73
p50 0.69 0.77 0.66 0.73 0.69 0.85
p75 0.83 0.88 0.71 0.83 0.87 0.92
p90 0.88 0.91 0.82 0.91 0.94 1.00
max 1.00 0.96 1.00 0.92 1.00 1.00

(b) 10min observation window statistics.
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E S m mC1 mC2 mC3 mC4 Ms

A
C
C

µ 0.83 0.86 0.79 0.87 0.84 0.90
σ 0.10 0.08 0.11 0.06 0.11 0.08
min 0.55 0.71 0.63 0.77 0.63 0.68
p10 0.70 0.76 0.69 0.79 0.72 0.81
p25 0.77 0.80 0.72 0.85 0.77 0.86
p50 0.84 0.88 0.78 0.86 0.84 0.93
p75 0.91 0.93 0.84 0.90 0.92 0.96
p90 0.95 0.94 0.94 0.93 0.96 1.00
max 1.00 0.98 1.00 0.96 1.00 1.00

T
P
R

µ 0.83 0.86 0.81 0.90 0.90 0.92
σ 0.13 0.10 0.17 0.06 0.10 0.09
min 0.48 0.60 0.52 0.82 0.63 0.60
p10 0.64 0.74 0.61 0.82 0.83 0.80
p25 0.75 0.78 0.68 0.86 0.87 0.89
p50 0.85 0.88 0.86 0.91 0.92 0.93
p75 0.93 0.94 0.95 0.92 0.96 1.00
p90 1.00 0.99 1.00 0.96 1.00 1.00
max 1.00 1.00 1.00 1.00 1.00 1.00

P
P
V

µ 0.84 0.87 0.78 0.86 0.82 0.90
σ 0.11 0.08 0.10 0.09 0.12 0.09
min 0.55 0.70 0.66 0.72 0.63 0.65
p10 0.70 0.78 0.70 0.75 0.66 0.80
p25 0.77 0.82 0.72 0.78 0.73 0.83
p50 0.84 0.86 0.75 0.87 0.82 0.92
p75 0.93 0.94 0.82 0.91 0.91 0.97
p90 1.00 0.96 0.90 0.95 0.99 1.00
max 1.00 1.00 1.00 1.00 1.00 1.00

F
P
R

µ 0.17 0.14 0.22 0.16 0.21 0.11
σ 0.12 0.09 0.11 0.12 0.16 0.10
min 0.00 0.00 0.00 0.00 0.00 0.00
p10 0.00 0.04 0.11 0.04 0.01 0.00
p25 0.06 0.06 0.17 0.08 0.10 0.02
p50 0.15 0.12 0.25 0.13 0.19 0.08
p75 0.25 0.17 0.30 0.27 0.31 0.18
p90 0.33 0.26 0.33 0.28 0.42 0.23
max 0.53 0.33 0.33 0.36 0.47 0.43

F
1

µ 0.83 0.86 0.79 0.87 0.85 0.91
σ 0.10 0.08 0.13 0.05 0.10 0.08
min 0.54 0.71 0.58 0.78 0.63 0.70
p10 0.69 0.74 0.66 0.81 0.76 0.81
p25 0.77 0.80 0.72 0.86 0.79 0.87
p50 0.84 0.88 0.80 0.87 0.85 0.93
p75 0.90 0.93 0.85 0.90 0.93 0.96
p90 0.95 0.94 0.95 0.93 0.96 1.00
max 1.00 0.98 1.00 0.95 1.00 1.00

M
C
C

µ 0.67 0.73 0.60 0.74 0.70 0.81
σ 0.20 0.15 0.23 0.11 0.21 0.15
min 0.10 0.43 0.26 0.55 0.27 0.38
p10 0.41 0.54 0.38 0.60 0.47 0.63
p25 0.55 0.61 0.44 0.71 0.55 0.73
p50 0.69 0.76 0.57 0.73 0.69 0.87
p75 0.83 0.85 0.70 0.80 0.86 0.93
p90 0.90 0.88 0.89 0.87 0.93 1.00
max 1.00 0.96 1.00 0.92 1.00 1.00

(c) 15min observation window statistics.

E S m mC1 mC2 mC3 mC4 Ms

A
C
C

µ 0.84 0.87 0.78 0.87 0.86 0.91
σ 0.10 0.09 0.13 0.06 0.11 0.08
min 0.52 0.70 0.58 0.75 0.67 0.65
p10 0.72 0.73 0.61 0.79 0.75 0.83
p25 0.76 0.84 0.70 0.85 0.80 0.87
p50 0.85 0.89 0.80 0.89 0.83 0.93
p75 0.91 0.92 0.83 0.91 0.98 0.96
p90 0.97 0.97 0.94 0.92 1.00 0.99
max 1.00 1.00 1.00 0.96 1.00 1.00

T
P
R

µ 0.83 0.85 0.79 0.90 0.90 0.92
σ 0.14 0.11 0.20 0.06 0.11 0.08
min 0.37 0.60 0.42 0.82 0.60 0.67
p10 0.65 0.74 0.60 0.85 0.83 0.82
p25 0.77 0.81 0.64 0.85 0.86 0.89
p50 0.84 0.85 0.82 0.91 0.91 0.94
p75 0.94 0.94 0.94 0.93 1.00 1.00
p90 1.00 0.96 1.00 1.00 1.00 1.00
max 1.00 1.00 1.00 1.00 1.00 1.00

P
P
V

µ 0.85 0.88 0.77 0.86 0.84 0.90
σ 0.11 0.09 0.12 0.10 0.12 0.09
min 0.52 0.71 0.62 0.71 0.68 0.64
p10 0.71 0.75 0.62 0.77 0.70 0.81
p25 0.78 0.83 0.72 0.79 0.76 0.87
p50 0.85 0.89 0.76 0.85 0.79 0.92
p75 0.93 0.94 0.84 0.94 1.00 0.96
p90 1.00 1.00 0.90 1.00 1.00 1.00
max 1.00 1.00 1.00 1.00 1.00 1.00

F
P
R

µ 0.16 0.11 0.22 0.16 0.18 0.10
σ 0.12 0.09 0.11 0.12 0.14 0.10
min 0.00 0.00 0.00 0.00 0.00 0.00
p10 0.00 0.00 0.11 0.00 0.00 0.00
p25 0.06 0.06 0.15 0.06 0.00 0.04
p50 0.14 0.10 0.26 0.17 0.23 0.08
p75 0.23 0.17 0.29 0.25 0.27 0.15
p90 0.33 0.21 0.32 0.27 0.30 0.22
max 0.47 0.30 0.38 0.36 0.42 0.42

F
1

µ 0.83 0.87 0.77 0.88 0.87 0.91
σ 0.11 0.09 0.15 0.05 0.11 0.07
min 0.43 0.67 0.50 0.77 0.64 0.67
p10 0.70 0.73 0.60 0.80 0.78 0.82
p25 0.77 0.83 0.69 0.86 0.80 0.88
p50 0.85 0.89 0.79 0.90 0.85 0.93
p75 0.91 0.92 0.85 0.91 0.98 0.96
p90 0.97 0.97 0.95 0.92 1.00 0.99
max 1.00 1.00 1.00 0.95 1.00 1.00

M
C
C

µ 0.68 0.74 0.57 0.76 0.73 0.82
σ 0.20 0.17 0.26 0.12 0.22 0.15
min 0.03 0.41 0.18 0.51 0.34 0.31
p10 0.45 0.46 0.23 0.59 0.52 0.67
p25 0.53 0.68 0.41 0.71 0.59 0.76
p50 0.70 0.79 0.60 0.79 0.68 0.87
p75 0.83 0.85 0.68 0.82 0.97 0.91
p90 0.94 0.94 0.89 0.86 1.00 0.98
max 1.00 1.00 1.00 0.92 1.00 1.00

(d) 30min observation window statistics.
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E S m mC1 mC2 mC3 mC4 Ms

A
C
C

µ 0.85 0.88 0.81 0.87 0.86 0.91
σ 0.10 0.08 0.13 0.08 0.12 0.08
min 0.57 0.72 0.58 0.71 0.58 0.67
p10 0.71 0.75 0.68 0.74 0.76 0.82
p25 0.79 0.83 0.71 0.84 0.79 0.88
p50 0.88 0.91 0.84 0.89 0.86 0.93
p75 0.91 0.93 0.90 0.93 0.94 0.96
p90 0.96 0.97 0.94 0.95 0.99 1.00
max 1.00 1.00 1.00 0.96 1.00 1.00

T
P
R

µ 0.84 0.87 0.82 0.87 0.88 0.92
σ 0.15 0.09 0.19 0.10 0.14 0.09
min 0.37 0.68 0.42 0.71 0.47 0.60
p10 0.64 0.74 0.60 0.73 0.79 0.82
p25 0.77 0.83 0.70 0.82 0.87 0.89
p50 0.88 0.85 0.88 0.87 0.89 0.94
p75 0.94 0.95 0.93 0.93 1.00 1.00
p90 1.00 0.99 1.00 1.00 1.00 1.00
max 1.00 1.00 1.00 1.00 1.00 1.00

P
P
V

µ 0.85 0.90 0.81 0.88 0.84 0.91
σ 0.10 0.09 0.12 0.10 0.13 0.08
min 0.61 0.69 0.62 0.67 0.61 0.67
p10 0.72 0.78 0.70 0.75 0.72 0.83
p25 0.79 0.86 0.71 0.84 0.76 0.86
p50 0.86 0.92 0.79 0.92 0.86 0.93
p75 0.92 0.95 0.89 0.94 0.94 1.00
p90 1.00 1.00 0.94 1.00 1.00 1.00
max 1.00 1.00 1.00 1.00 1.00 1.00

F
P
R

µ 0.15 0.11 0.19 0.13 0.17 0.09
σ 0.10 0.10 0.11 0.13 0.13 0.09
min 0.00 0.00 0.00 0.00 0.00 0.00
p10 0.00 0.00 0.05 0.00 0.00 0.00
p25 0.08 0.05 0.13 0.06 0.06 0.00
p50 0.13 0.09 0.23 0.09 0.15 0.08
p75 0.21 0.12 0.25 0.18 0.27 0.14
p90 0.26 0.20 0.28 0.26 0.33 0.19
max 0.47 0.37 0.35 0.43 0.35 0.37

F
1

µ 0.84 0.88 0.81 0.87 0.86 0.91
σ 0.11 0.08 0.15 0.08 0.13 0.08
min 0.46 0.72 0.50 0.73 0.53 0.67
p10 0.68 0.77 0.65 0.75 0.78 0.82
p25 0.79 0.82 0.71 0.83 0.81 0.89
p50 0.88 0.91 0.85 0.89 0.86 0.93
p75 0.90 0.93 0.90 0.93 0.94 0.96
p90 0.96 0.97 0.95 0.95 0.99 1.00
max 1.00 1.00 1.00 0.96 1.00 1.00

M
C
C

µ 0.70 0.77 0.63 0.75 0.72 0.83
σ 0.19 0.16 0.26 0.16 0.23 0.15
min 0.15 0.44 0.18 0.45 0.17 0.33
p10 0.42 0.51 0.37 0.47 0.54 0.64
p25 0.60 0.66 0.42 0.69 0.60 0.77
p50 0.75 0.82 0.69 0.78 0.71 0.87
p75 0.83 0.87 0.79 0.86 0.88 0.93
p90 0.92 0.94 0.89 0.91 0.98 1.00
max 1.00 1.00 1.00 0.92 1.00 1.00

(e) 45min observation window statistics.

E S m mC1 mC2 mC3 mC4 Ms

A
C
C

µ 0.84 0.88 0.81 0.88 0.86 0.92
σ 0.10 0.09 0.13 0.06 0.11 0.08
min 0.60 0.70 0.62 0.79 0.63 0.65
p10 0.71 0.73 0.65 0.79 0.75 0.82
p25 0.79 0.81 0.71 0.82 0.79 0.88
p50 0.86 0.90 0.83 0.91 0.86 0.94
p75 0.92 0.95 0.91 0.92 0.95 0.96
p90 0.95 0.98 0.94 0.95 0.99 1.00
max 1.00 1.00 1.00 0.96 1.00 1.00

T
P
R

µ 0.84 0.87 0.82 0.90 0.89 0.93
σ 0.14 0.11 0.19 0.07 0.11 0.09
min 0.42 0.60 0.50 0.76 0.60 0.67
p10 0.67 0.73 0.60 0.80 0.79 0.81
p25 0.79 0.84 0.68 0.87 0.86 0.89
p50 0.88 0.88 0.85 0.91 0.91 0.95
p75 0.95 0.95 1.00 0.94 1.00 1.00
p90 1.00 1.00 1.00 1.00 1.00 1.00
max 1.00 1.00 1.00 1.00 1.00 1.00

P
P
V

µ 0.84 0.88 0.80 0.87 0.84 0.91
σ 0.11 0.09 0.11 0.09 0.12 0.08
min 0.60 0.71 0.67 0.72 0.64 0.64
p10 0.70 0.74 0.67 0.78 0.70 0.81
p25 0.78 0.82 0.70 0.80 0.76 0.88
p50 0.86 0.91 0.81 0.88 0.86 0.92
p75 0.92 0.94 0.86 0.94 0.91 0.98
p90 1.00 1.00 0.90 1.00 1.00 1.00
max 1.00 1.00 1.00 1.00 1.00 1.00

F
P
R

µ 0.16 0.12 0.20 0.14 0.18 0.09
σ 0.12 0.10 0.11 0.11 0.13 0.09
min 0.00 0.00 0.00 0.00 0.00 0.00
p10 0.00 0.00 0.11 0.00 0.00 0.00
p25 0.09 0.05 0.14 0.07 0.10 0.02
p50 0.13 0.09 0.21 0.13 0.15 0.08
p75 0.24 0.18 0.25 0.21 0.26 0.14
p90 0.34 0.28 0.32 0.28 0.33 0.20
max 0.48 0.32 0.38 0.36 0.42 0.38

F
1

µ 0.84 0.87 0.81 0.88 0.86 0.92
σ 0.11 0.09 0.14 0.06 0.11 0.08
min 0.53 0.67 0.57 0.79 0.62 0.67
p10 0.70 0.74 0.63 0.80 0.78 0.82
p25 0.78 0.82 0.71 0.83 0.80 0.88
p50 0.86 0.89 0.83 0.91 0.86 0.94
p75 0.92 0.95 0.92 0.92 0.95 0.97
p90 0.96 0.98 0.95 0.95 0.99 1.00
max 1.00 1.00 1.00 0.96 1.00 1.00

M
C
C

µ 0.69 0.76 0.63 0.77 0.72 0.83
σ 0.20 0.18 0.26 0.13 0.22 0.16
min 0.20 0.41 0.26 0.59 0.27 0.31
p10 0.43 0.46 0.30 0.60 0.53 0.64
p25 0.59 0.63 0.43 0.65 0.58 0.77
p50 0.73 0.79 0.66 0.82 0.71 0.88
p75 0.84 0.89 0.84 0.85 0.90 0.93
p90 0.91 0.96 0.89 0.91 0.98 1.00
max 1.00 1.00 1.00 0.92 1.00 1.00

(f) 60min observation window statistics.

Table 4.7: Statistics S of the evaluation metrics E for different observation windows after
running the models (m = naive multi-system model, mCi = clustered multi-system model, Ms

= set of all single-system models). µ = average, σ = standard deviation, pi = i% percentile,
min = minimum, max = maximum. Bold = best results, underlined = second best results.
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could be that the time series values leading up to a slowdown event are shaped in such a
way that important characteristics can be extracted with all of our chosen window sizes.13

Moreover, this indicates that the characteristics appear to be present right up to the time of
the event, since otherwise, the 5min observation window would not have performed as well.14

E 5min 10min 15min 30min 45min 60min

ACC 0.85± 0.10 0.86± 0.10 0.86± 0.09 0.87± 0.10 0.87± 0.10 0.87± 0.10
TPR 0.87± 0.12 0.87± 0.12 0.87± 0.12 0.87± 0.13 0.87± 0.13 0.88± 0.12
PPV 0.85± 0.11 0.86± 0.10 0.86± 0.10 0.87± 0.10 0.88± 0.10 0.87± 0.10
FPR 0.17± 0.13 0.15± 0.12 0.15± 0.12 0.14± 0.11 0.13± 0.10 0.14± 0.11
F1 0.85± 0.10 0.86± 0.10 0.86± 0.10 0.87± 0.10 0.87± 0.10 0.87± 0.10
MCC 0.71± 0.20 0.73± 0.19 0.73± 0.19 0.74± 0.19 0.75± 0.19 0.75± 0.19

Table 4.8: Average ± standard deviation of the evaluation metrics E across all models,
grouped by the observation windows.
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Figure 4.21: Statistical significance matrix when comparing the average evaluation metrics
of the different window sizes as specified in Table 4.8. Red-colored cells indicate that for
window sizes Xmin vs. Ymin, the results of window size Xmin are statistically significantly
worse compared to those of window size Ymin (Wilcoxon signed-rank test, α = 0.01). Worse
means that all metrics except the false positive rate (FPR) are lower. For the FPR, worse
means that the results are higher since the FPR is a lower-is-better metric.

With accuracies (ACC), recall (TPR), precision (PPV) and F1 scores close to 90%,
Matthews correlation coefficients (MCC) around 0.75 and acceptably low false positive rates
(FPR) below 15%, we concluded that event prediction in a multi-system environment does
yield promising initial results. Hence, we continued with the actual scenario that is to be
expected in a real-world setting, namely dealing with unbalanced data, as events can be seen
as anomalies which happen much less often compared to the normal state of operation, leading
to considerably more negative samples as well as new challenges.

13As a simple example, assume that there are large spikes in some time series just before an event occurrence,
which is (sufficiently) captured by the aggregation functions such as the maximum, average or the slope of all
of the chosen observation window sizes.

14The 5min observation window configuration did perform slightly worse than the other window sizes, but as
mentioned above, with an average absolute difference of ≤ 0.04, it is negligible.
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4.6.3 Unbalanced Scenario

In the previous scenario, we assumed that events and non-events occurred equally frequently,
which, of course, is an unrealistic assumptions since service slowdown events happen much
more rarely.15 Therefore, we cannot directly reuse the preprocessing framework configuration
settings from before that apply per-event sampling with a balanced ratio because the test
dataset would then be balanced. We thus need to separate the configurations for extracting
the training data (still balanced to properly train the random forest model) from the ones
for extracting the testing data (unbalanced), which, in turn, means that we need to specify
the train-test split in advance. One option would be to use, for example, the first 80% of
the available data for training and the following 20% for testing, but this could potentially
introduce bias in case there are differences in the shapes of the time series, for instance, due
to working days vs. weekends. To solve this problem, we split the entire observation period
into day-sized chunks, which can then be used for a day-based cross-validation, where always
one day is used for testing and all remaining days for training. As mentioned in Section 4.5
and shown in Figure 4.16, the data completeness is significantly lower in the last two days,
so we decided to exclude them and only use the first 18 days of the export to avoid that
entire day chunks only contain missing data and thus become useless for model evaluation.
With the settled train-test split, we now list the configuration changes regarding the test
data, the training configurations are exactly the same as introduced in the balanced scenario.
Specifically, the testing configurations differ in the following:

• Instead of per-event sampling, we employ slide-through sampling, which represents the
actual sampling process that can be expected in a production environment. Since this
sampling procedure is applied to all service entities, it renders the specification of the
negative sampling source (use only services where no event occurred) obsolete.

• Given the slide-through sampling, three more config settings must be specified: the initial
sampling offset, the step size and the prediction window size. We opted for an offset of 0
to not miss any events (missing data can be discarded afterwards in the post-processing
step), and a step size and prediction window size of both 60 to avoid overlaps. In a
production environment, this would mean that we get data batches every 60 minutes and
then have to predict whether an event occurs at some point in time within the following
60 minutes. To refer to this specific configuration, we will use the identifier ST-60-60
(slide-through sampling, 60min step size, 60min prediction window).

A keen reader might have noticed that the last setting leads to a varying lead time
between 0 and 60 minutes since, given the fixed sampling point, the event might happen
immediately (lead time 0) or at the very end of the prediction window (lead time 60).
This makes the prediction task much more difficult, which we will see in the following
evaluation results.

As the different observation window sizes from the evaluation experiments in the balanced
scenario did not yield dramatically different values, we decided to start our investigation of
the unbalanced test set with a 30min observation window. For comparability reasons, we used
the same 57 systems.

In the post-processing phase, we applied the same steps as in the balanced setting for the
training data, meaning that we discarded columns (feature vector entries) and rows (feature

15From Table 4.5, we can already see that in 90% of all systems, there are only ten services where events
occurred, compared to the 415 non-event services, and on these few event-services, only roughly 110 events
happened over the course of our 20 days’ worth of export data.
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vectors/samples) based on the number of NaN values, and we re-sampled the data to achieve a
system-wise class balance again. The post-processing of the testing data is analogous, except
for the class balancing, which we skipped since we need to preserve the class imbalance to
appropriately model a real-world scenario.

The training and testing phase differs because we now have separate datasets. We ran
an 18-fold day-based cross-validation as illustrated in Figure 4.22, meaning that we have
18 individual evaluations (18 iterations iti), where always one day is used for testing and the
remaining 17 are used for training the machine learning model. We again used a random
forest classifier with 100 trees and no depth limit, and evaluated our three different model
kinds, namely the naive multi-system model m, the clustered multi-system models mCi and
the set of single-system models Ms. After running the cross-validation for each model kind, we
grouped the prediction results by the systems, yielding 18 confusion matrices for each system.
We then summed the corresponding entries of these 18 matrices to obtain single confusion
matrix storing the result for a system just like in the balanced scenario above, which allows us
to calculate the various evaluation metrics on a per-system basis. The results are presented in
Figure 4.23 with details listed in Table 4.9.

it1

it2

it17

it18

…

= Train: 17 days
(per-event sampling, balanced)

= Test: 1 day
(slide-through sampling, unbalanced)

18 days split into:

Figure 4.22: Illustration of the 18-fold day-based cross-validation.

It is obvious that the results from the real-world evaluation are significantly worse when
compared to the balanced scenario. Since we are dealing with unbalanced data, metrics such as
the accuracy (ACC) or true positive rate (TPR) can be misleading and should not be viewed
individually but only in conjunction with other metrics. For instance, we might conclude that
the single-system models Ms appear to be reasonably promising judging by the ACC and
TPR with median values of 87% and 64%, respectively. However, when also looking at, e.g.,
the positive predictive values (precision; PPV), we immediately see that these models did not
perform very well with a median value of only 2%. If we are interested in a single descriptive
metric, then the Matthews Correlation Coefficient (MCC) is the most appropriate one, as it is
robust against data imbalance. Unfortunately, not a single model performed well enough to be
considered usable in practice. Both the median and average MCCs of each of the evaluated
models are all ≤ 0.13, with an average MCC of about 0.09 when merged across all models,
which is only slightly better than a purely random prediction. The clustered multi-system
models mC3 and mC4 , and the single-system models appear to be the best among the different
model kinds, however, the absolute values are still far too low.

As hinted in the slide-through sampling configuration settings above, one problem could
be that we have a prediction window size of 60min, resulting in varying lead times (cf.
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E S m mC1 mC2 mC3 mC4 Ms

A
C
C

µ 0.83 0.88 0.80 0.85 0.79 0.84
σ 0.09 0.06 0.10 0.08 0.11 0.11
min 0.64 0.73 0.59 0.73 0.62 0.49
p10 0.71 0.80 0.71 0.76 0.66 0.69
p25 0.77 0.84 0.75 0.79 0.70 0.79
p50 0.85 0.90 0.80 0.83 0.79 0.87
p75 0.90 0.92 0.84 0.93 0.90 0.93
p90 0.92 0.94 0.89 0.94 0.91 0.94
max 0.97 0.97 0.96 0.96 0.94 0.99

T
P
R

µ 0.48 0.52 0.41 0.56 0.52 0.57
σ 0.23 0.21 0.17 0.22 0.24 0.27
min 0.02 0.16 0.19 0.19 0.16 0.00
p10 0.19 0.28 0.27 0.29 0.23 0.18
p25 0.31 0.38 0.30 0.44 0.38 0.35
p50 0.47 0.53 0.40 0.51 0.51 0.64
p75 0.63 0.67 0.46 0.71 0.76 0.77
p90 0.80 0.73 0.58 0.77 0.80 0.89
max 0.99 1.00 0.77 0.95 0.86 1.00

P
P
V

µ 0.04 0.03 0.01 0.05 0.09 0.05
σ 0.07 0.09 0.01 0.03 0.09 0.11
min 0.00 0.00 0.00 0.00 0.01 0.00
p10 0.00 0.00 0.00 0.01 0.02 0.00
p25 0.00 0.00 0.00 0.03 0.04 0.01
p50 0.01 0.01 0.01 0.04 0.04 0.02
p75 0.04 0.02 0.01 0.07 0.11 0.06
p90 0.09 0.05 0.01 0.09 0.23 0.11
max 0.37 0.43 0.02 0.10 0.27 0.73

F
P
R

µ 0.16 0.12 0.20 0.15 0.20 0.16
σ 0.08 0.06 0.10 0.08 0.11 0.11
min 0.03 0.03 0.04 0.04 0.05 0.01
p10 0.07 0.06 0.11 0.06 0.09 0.06
p25 0.09 0.08 0.16 0.07 0.09 0.07
p50 0.15 0.10 0.20 0.17 0.21 0.13
p75 0.23 0.16 0.25 0.21 0.29 0.19
p90 0.28 0.20 0.29 0.24 0.32 0.32
max 0.36 0.27 0.41 0.27 0.39 0.52

F
1

µ 0.06 0.05 0.01 0.09 0.13 0.08
σ 0.10 0.12 0.01 0.06 0.11 0.13
min 0.00 0.00 0.00 0.01 0.01 0.00
p10 0.00 0.00 0.00 0.01 0.03 0.00
p25 0.01 0.01 0.01 0.05 0.07 0.01
p50 0.02 0.01 0.01 0.07 0.08 0.03
p75 0.08 0.04 0.02 0.12 0.19 0.11
p90 0.15 0.10 0.03 0.16 0.31 0.19
max 0.53 0.60 0.04 0.17 0.33 0.84

M
C
C

µ 0.08 0.09 0.03 0.13 0.12 0.11
σ 0.10 0.13 0.03 0.09 0.08 0.14
min -0.03 0.00 0.00 0.00 0.02 -0.02
p10 0.01 0.01 0.00 0.03 0.03 0.00
p25 0.02 0.03 0.01 0.06 0.04 0.02
p50 0.04 0.04 0.02 0.11 0.11 0.07
p75 0.12 0.10 0.04 0.18 0.17 0.18
p90 0.18 0.18 0.06 0.26 0.23 0.24
max 0.59 0.64 0.11 0.28 0.26 0.85

Table 4.9: Statistics S of the evaluation metrics E for the unbalanced test data (config
ST-60-60) with 30min observation windows after running the models (m = naive multi-system
model, mCi = clustered multi-system model, Ms = set of all single-system models). µ =
average, σ = standard deviation, pi = i% percentile, min = minimum, max = maximum.
Bold = best results, underlined = second best results.
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Figure 4.23: Evaluation metrics for the unbalanced test data (config ST-60-60) with 30min
observation windows after running the models (m = naive multi-system model, mCi = clustered
multi-system model, Ms = set of all single-system models). Detailed information is available
in Table 4.9.

Section 4.3.2.3). For example, imagine some slide-through sampling timestamp t and two
events at timestamps t+ 10 and t+ 54. Both events fall into the 60min prediction window
(t+ 10 < t+ 60 and t+ 54 < t+ 60), but the lead times (10min and 54min) are significantly
different. Our random forest models, on the other hand, were trained with a fixed lead
time of zero (using per-event sampling). Naturally, the first idea that comes to mind is
to simply extract the testing dataset with a zero lead time as well. However, this causes
unavoidable issues. If we were to do that, i.e., setting the prediction window size to zero16

(resulting in a lead time of zero), then the question would arise which step size to choose.
Keeping the 60min step size would mean that we only look at the very first minute and
ignore the subsequent 59 minutes. Assuming that events occur randomly according to a
uniform distribution, we would thus miss about 59

60 ≈ 98% of all events. The logical next
step would then be to reduce the step size, for example, down to the minimum of 1min. In
this case, we would not have the problem of missing events since we slide through every
possible timestamp in the observation period and check whether an event occurred at this
timestamp. While this seems to be the ideal solution, it unfortunately only shifts the problem
to the observation windows because they would now severely overlap. For instance, given the
30min observation windows, we would create a sample at timestamp ti using the preceding
30 time series data points xti = (xti−30 , xti−29 , . . . , xti−1). Assume that an event happened at
this timestamp ti, so we would label the sample as positive. With the step size of 1min, we
would then proceed to timestamp ti+1 and again create a sample with the preceding 30 data
points xti+1 = (xti+1−30 , xti+1−29 , . . . , xti+1−1) = (xti−29 , xti−28 , . . . , xti). We can directly see
that 29 values of xti and xti+1 are identical, resulting in an overlap of 29

30 ≈ 97%. If no event
occurred at timestamp ti+1, the sample would be a negative one, which would mean that we
created two differently labeled samples that share 97% of the same data. A machine learning
model would then nearly always predict both samples as either positive or negative. This leads
to the question if appropriate sampling choices actually exist to escape from our predicament,
which we discuss in more detail in Section 4.7.

16Recall that a prediction window of size zero is a special case, where a sample is only classified as positive if
an event occurred exactly at this sample’s timestamp (cf. Section 4.3.2.3)
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With the problems above in mind, we at least wanted to evaluate two alternative testing
datasets to see whether different settings result in better or worse predictions. To this end, we
changed the slide-through sampling to a step size of 30min together with a prediction window
of 30min in the first config ST-30-30 to reduce the varying lead times by 50% compared to
the 60min configuration. For the second config ST-30-5, we again employed a step size of
30min but with a prediction window of only 5min, thereby accepting to lose events (the last
25 minutes are ignored in each step) but decreasing the variation in lead times even further.
The results of both configurations are presented in Figure 4.24 with details listed in Table 4.10.
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(a) Evaluation metrics for config ST-30-30 (cf. Table 4.10a for details).
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(b) Evaluation metrics for config ST-30-5 (cf. Table 4.10b for details).

Figure 4.24: Evaluation metrics for the unbalanced test data obtained via different slide-
through sampling configurations with 30min observation windows after running the models (m
= naive multi-system model, mCi = clustered multi-system model,Ms = set of all single-system
models). Detailed information is available in Table 4.10.

The results reveal that the reduced lead time variation in the two new unbalanced testing
configurations did not improve the predictions. In fact, both configs led to even worse results:
The median and average MCCs of each of the evaluated models of configs ST-30-30 and
ST-30-5 are all ≤ 0.09 and ≤ 0.05, respectively, compared to the previous 0.13 of config ST-
60-60. Merged across all models, we get an average MCC of about 0.07 and 0.03, respectively,
compared to the previous 0.09.
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E S m mC1 mC2 mC3 mC4 Ms

A
C
C

µ 0.83 0.87 0.80 0.84 0.79 0.84
σ 0.08 0.06 0.10 0.08 0.11 0.11
min 0.64 0.73 0.59 0.73 0.61 0.52
p10 0.71 0.78 0.71 0.75 0.69 0.69
p25 0.76 0.84 0.76 0.79 0.71 0.80
p50 0.83 0.89 0.81 0.82 0.77 0.86
p75 0.90 0.92 0.83 0.91 0.91 0.92
p90 0.92 0.95 0.89 0.93 0.91 0.94
max 0.97 0.96 0.96 0.95 0.93 0.98

T
P
R

µ 0.51 0.51 0.45 0.59 0.53 0.58
σ 0.22 0.22 0.17 0.22 0.26 0.27
min 0.04 0.08 0.24 0.23 0.09 0.00
p10 0.23 0.20 0.31 0.32 0.18 0.21
p25 0.35 0.39 0.33 0.47 0.37 0.36
p50 0.52 0.53 0.42 0.55 0.54 0.60
p75 0.65 0.65 0.51 0.74 0.75 0.80
p90 0.82 0.72 0.67 0.82 0.82 0.89
max 0.99 1.00 0.79 0.94 0.83 1.00

P
P
V

µ 0.02 0.02 0.00 0.02 0.05 0.03
σ 0.04 0.05 0.00 0.02 0.05 0.06
min 0.00 0.00 0.00 0.00 0.00 0.00
p10 0.00 0.00 0.00 0.00 0.00 0.00
p25 0.00 0.00 0.00 0.01 0.02 0.00
p50 0.01 0.00 0.00 0.02 0.02 0.01
p75 0.02 0.01 0.01 0.04 0.08 0.03
p90 0.05 0.03 0.01 0.04 0.13 0.06
max 0.20 0.24 0.01 0.05 0.15 0.43

F
P
R

µ 0.17 0.13 0.20 0.16 0.20 0.16
σ 0.08 0.06 0.10 0.08 0.11 0.11
min 0.03 0.04 0.04 0.05 0.07 0.02
p10 0.07 0.05 0.11 0.07 0.09 0.06
p25 0.10 0.08 0.17 0.09 0.09 0.08
p50 0.17 0.11 0.19 0.18 0.23 0.13
p75 0.24 0.16 0.24 0.21 0.29 0.20
p90 0.29 0.22 0.29 0.25 0.30 0.31
max 0.36 0.27 0.41 0.27 0.39 0.48

F
1

µ 0.04 0.03 0.01 0.05 0.08 0.05
σ 0.06 0.08 0.01 0.03 0.08 0.09
min 0.00 0.00 0.00 0.00 0.00 0.00
p10 0.00 0.00 0.00 0.01 0.01 0.00
p25 0.00 0.00 0.00 0.03 0.03 0.01
p50 0.01 0.01 0.01 0.04 0.04 0.02
p75 0.04 0.02 0.01 0.07 0.15 0.06
p90 0.08 0.05 0.01 0.08 0.21 0.11
max 0.33 0.39 0.02 0.09 0.22 0.60

M
C
C

µ 0.06 0.06 0.03 0.09 0.09 0.08
σ 0.07 0.10 0.02 0.06 0.07 0.10
min -0.01 0.00 0.00 0.01 -0.01 -0.04
p10 0.00 0.01 0.01 0.01 0.02 0.00
p25 0.02 0.02 0.01 0.05 0.03 0.02
p50 0.04 0.03 0.02 0.08 0.09 0.05
p75 0.09 0.07 0.03 0.14 0.11 0.12
p90 0.13 0.12 0.04 0.19 0.18 0.18
max 0.43 0.48 0.08 0.19 0.24 0.65

(a) Config ST-30-30 statistics.

E S m mC1 mC2 mC3 mC4 Ms

A
C
C

µ 0.83 0.87 0.80 0.84 0.79 0.84
σ 0.08 0.06 0.10 0.08 0.11 0.11
min 0.64 0.73 0.59 0.73 0.61 0.51
p10 0.71 0.78 0.71 0.75 0.70 0.68
p25 0.76 0.84 0.76 0.79 0.71 0.80
p50 0.83 0.89 0.81 0.82 0.77 0.87
p75 0.90 0.92 0.83 0.91 0.91 0.92
p90 0.93 0.95 0.89 0.93 0.91 0.94
max 0.97 0.96 0.96 0.95 0.93 0.97

T
P
R

µ 0.51 0.57 0.48 0.63 0.52 0.62
σ 0.29 0.25 0.25 0.30 0.28 0.30
min 0.00 0.10 0.12 0.09 0.00 0.00
p10 0.14 0.25 0.19 0.10 0.10 0.18
p25 0.29 0.43 0.33 0.62 0.49 0.39
p50 0.50 0.57 0.49 0.68 0.53 0.71
p75 0.73 0.78 0.64 0.75 0.63 0.87
p90 0.92 0.86 0.77 1.00 0.82 0.92
max 1.00 1.00 0.92 1.00 1.00 1.00

P
P
V

µ 0.00 0.00 0.00 0.00 0.01 0.00
σ 0.01 0.00 0.00 0.00 0.01 0.01
min 0.00 0.00 0.00 0.00 0.00 0.00
p10 0.00 0.00 0.00 0.00 0.00 0.00
p25 0.00 0.00 0.00 0.00 0.00 0.00
p50 0.00 0.00 0.00 0.00 0.01 0.00
p75 0.00 0.00 0.00 0.01 0.01 0.01
p90 0.01 0.01 0.00 0.01 0.02 0.01
max 0.03 0.01 0.00 0.01 0.05 0.04

F
P
R

µ 0.17 0.13 0.20 0.16 0.21 0.16
σ 0.08 0.06 0.10 0.08 0.11 0.11
min 0.03 0.04 0.04 0.05 0.07 0.03
p10 0.07 0.05 0.11 0.07 0.09 0.06
p25 0.10 0.08 0.17 0.09 0.09 0.08
p50 0.17 0.11 0.19 0.18 0.23 0.13
p75 0.24 0.16 0.24 0.21 0.30 0.20
p90 0.29 0.22 0.29 0.25 0.30 0.32
max 0.36 0.27 0.41 0.27 0.39 0.49

F
1

µ 0.01 0.00 0.00 0.01 0.02 0.01
σ 0.01 0.01 0.00 0.01 0.03 0.01
min 0.00 0.00 0.00 0.00 0.00 0.00
p10 0.00 0.00 0.00 0.00 0.00 0.00
p25 0.00 0.00 0.00 0.00 0.00 0.00
p50 0.00 0.00 0.00 0.01 0.01 0.00
p75 0.01 0.00 0.00 0.01 0.03 0.01
p90 0.02 0.01 0.00 0.02 0.03 0.02
max 0.06 0.02 0.00 0.02 0.10 0.07

M
C
C

µ 0.02 0.02 0.01 0.04 0.04 0.03
σ 0.03 0.03 0.01 0.03 0.04 0.04
min -0.02 0.00 0.00 -0.01 -0.01 -0.03
p10 0.00 0.00 0.00 -0.01 0.00 0.00
p25 0.00 0.01 0.00 0.02 0.01 0.01
p50 0.02 0.01 0.01 0.05 0.04 0.03
p75 0.04 0.03 0.02 0.06 0.04 0.05
p90 0.06 0.07 0.03 0.07 0.10 0.08
max 0.12 0.10 0.03 0.08 0.12 0.16

(b) Config ST-30-5 statistics.

Table 4.10: Statistics S of the evaluation metrics E for the unbalanced test data obtained via
different slide-through sampling configurations with 30min observation windows after running
the models (m = naive multi-system model, mCi = clustered multi-system model, Ms = set
of all single-system models). µ = average, σ = standard deviation, pi = i% percentile, min =
minimum, max = maximum. Bold = best results, underlined = second best results.
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These underwhelming results made us think about additional reasons why our models did
not perform well, and we concluded that also the training phase can indirectly suffer from the
data imbalance. Indirectly means that we do train the models appropriately with balanced
data, but this data itself might not be adequately representative of the true data distribution,
which is heavily influenced by the class imbalance. Our training configuration specifies that
we randomly extract a negative sample for every positive sample (per-event sampling with a
balanced ratio). If the events are rare, we obtain a very limited number of positive samples,
which, in turn, leads to equally few negative samples as well. This can be problematic, as
these few negative samples might only represent a small part of the actual, true negative
data distribution. Figure 4.25 visualizes this problem with a two-dimensional dataset. In the
example, suppose we have a negative to positive class imbalance ratio of 99% to 1% and all
available negative data is shown in the left plot (Negative). Due to this severe imbalance, we
only sample 1

99 ≈ 1% of all available negative data (middle plot), which does not accurately
represent the original moon-shaped data distribution. However, if we sample more negative
data such as, for instance, 40% (right plot), then the original data distribution can indeed
be approximated, meaning that we cover many more important characteristics compared to
the 1%. As we still require balanced data to train our machine learning models, we cannot
simply adapt the balancing ratio. We thus need a way to increase the number of positive
samples, which, in turn, results in sampling more negative data. This can be achieved with
oversampling, where we utilize data augmentation.

Negative 1% 40%

Figure 4.25: Sampling the moon-shaped negative data (left) with 1% (middle) compared to
40% (right), resulting in an incorrect/useless distribution approximation in the first case and
an acceptable/usable approximation in the second case.

It might at first seem counterintuitive that the class imbalance ratio is affected by the
sampling configuration, since the number of events throughout the observation period does
not change. However, depending on the slide-through config settings, we might potentially not
include every event (e.g., the prediction window is smaller than the step size, so some events
are missed), or we get increasingly more negative samples the smaller the step size becomes
(e.g., step size and prediction window size x compared to x

2 yields twice as many negative
samples in the latter case, while the number of positive samples remains the same).

In our test datasets, config ST-60-60 leads to an extreme imbalance with 99.76% negative
samples and only 0.24% positive samples. Configs ST-30-30 and ST-30-5 then even worsen
the situation with 99.88% to 0.12% (twice the amount of negative samples) and 99.98% to
0.02% (missing approximately a fifth of all events), respectively.17 Data augmentation can help
us in addressing this imbalance by creating additional positive samples in the training data.

17However, the ST-30-5 config can be ignored here because the low class imbalance comes from missing
events (prediction window is smaller than the step size), which is not the case in our training configurations
that employ per-event sampling where all events are recorded.
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However, care must be taken to not arbitrarily alter the available positive samples, as it could
happen that a sample is changed too much, thereby losing its original data characteristics or,
in the worst case, even becoming similar to negative samples. A moderate augmentation is
thus preferable, so we decided to apply time warping (cf. Section 4.3.2.4) with three knots and
a small standard deviation of 0.05 in order not to distort our positive samples too much. In
addition to the original sample, we set the number of augmentations to 250, meaning that
we create 250 times more positive samples and, in turn, 250 times more negative samples
in our per-event sampled training data. We chose this number based on the above test
dataset imbalance statistics of the ST-60-60 config, where 250 additional positive samples per
event then result in a new negative to positive ratio of 61.9% to 38.1%, and we thus sample
38.1
61.9 ≈ 61.6% of the negative data, for which a much better data distribution approximation
can be expected (cf. Figure 4.25). We exported new training data using the same training
configurations as described above but with the addition of augmenting the positive samples.
We refer to these configurations as ST-X-Y-augmented (slide-through sampling, Xmin step
size, Ymin prediction window, augmented training data). Afterwards, we trained our models
again with this new data and evaluated them on the test datasets. The results are presented
in Figure 4.26 with details listed in Table 4.11.

Unfortunately, augmenting the training data led to even worse results. While the accuracies
(ACC) and the false positive rates (FPR) are close to perfect (100% and 0%, respectively),
this is merely due to the fact that our models simply predicted the negative class in nearly
all cases, all other metrics are the exact opposite. If all samples are predicted as negative,
the evaluation metrics PPV and MCC cannot even be computed (division by zero), in which
case we use zero as a fallback value. The median and average MCCs of each of the evaluated
models of configs ST-60-60-augmented, ST-30-30-augmented and ST-30-5-augmented are all
≤ 0.07 (0.13 without augmentation), ≤ 0.05 (0.09 without augmentation) and ≤ 0.02 (0.05
without augmentation), respectively. Merged across all models, we get an average MCC of
about 0.05 (0.09 without augmentation), 0.04 (0.07 without augmentation) and 0.02 (0.03
without augmentation).

Two questions arise from all the previous observations. First, can events be predicted
with the slide-through sampling approach at all? Second, why are the results in the balanced
scenario so much better? To answer both questions, we will introduce synthetic data and then
discuss the imbalance problem once more upon revisiting the balanced data.

4.6.4 Synthetic Data

To analyze the impact of our slide-through sampling technique, the idea is to create synthetic
data where we know that events can be predicted from the time series data because we change
the corresponding series in the time window in front of the event. Since the unbalanced
scenario already caused problems when evaluating our single-system models, we thus created
a single synthetic system for this investigation, covering an export period of five days with the
following characteristics and setup:

• Components: The system consists of 50 services, each running on a single host (i.e.,
50 hosts in total). One to three disks and networks can be connected to a host, which
are chosen randomly based on a uniform distribution. The services are the entities where
synthetic events occur.
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(a) Evaluation metrics for config ST-60-60-augmented (cf. Table 4.11a for details).
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(b) Evaluation metrics for config ST-30-30-augmented (cf. Table 4.11b for details).
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(c) Evaluation metrics for config ST-30-5-augmented (cf. Table 4.11c for details).

Figure 4.26: Evaluation metrics for the unbalanced test data obtained via different slide-
through sampling configurations with 30min observation windows after running the models (m
= naive multi-system model, mCi = clustered multi-system model,Ms = set of all single-system
models) that were trained with augmented data (cf. Table 4.11 for details).
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E S m mC1 mC2 mC3 mC4 Ms

A
C
C

µ 0.98 1.00 1.00 0.99 0.94 0.98
σ 0.04 0.00 0.00 0.01 0.08 0.05
min 0.78 0.99 0.99 0.97 0.74 0.72
p10 0.98 0.99 0.99 0.98 0.83 0.97
p25 0.99 1.00 1.00 0.98 0.93 0.99
p50 0.99 1.00 1.00 0.99 0.98 0.99
p75 1.00 1.00 1.00 0.99 0.99 1.00
p90 1.00 1.00 1.00 0.99 0.99 1.00
max 1.00 1.00 1.00 1.00 1.00 1.00

T
P
R

µ 0.04 0.06 0.00 0.05 0.09 0.08
σ 0.13 0.20 0.00 0.12 0.18 0.20
min 0.00 0.00 0.00 0.00 0.00 0.00
p10 0.00 0.00 0.00 0.00 0.00 0.00
p25 0.00 0.00 0.00 0.00 0.00 0.00
p50 0.00 0.00 0.00 0.00 0.00 0.00
p75 0.00 0.03 0.00 0.03 0.03 0.04
p90 0.08 0.09 0.00 0.09 0.26 0.27
max 0.90 0.96 0.00 0.40 0.61 1.00

P
P
V

µ 0.08 0.08 0.00 0.10 0.15 0.09
σ 0.20 0.18 0.00 0.18 0.30 0.17
min 0.00 0.00 0.00 0.00 0.00 0.00
p10 0.00 0.00 0.00 0.00 0.00 0.00
p25 0.00 0.00 0.00 0.00 0.00 0.00
p50 0.00 0.00 0.00 0.00 0.00 0.00
p75 0.00 0.07 0.00 0.09 0.08 0.12
p90 0.26 0.24 0.00 0.16 0.68 0.26
max 1.00 0.75 0.00 0.62 0.83 0.75

F
P
R

µ 0.00 0.00 0.00 0.00 0.02 0.01
σ 0.01 0.00 0.00 0.00 0.05 0.03
min 0.00 0.00 0.00 0.00 0.00 0.00
p10 0.00 0.00 0.00 0.00 0.00 0.00
p25 0.00 0.00 0.00 0.00 0.00 0.00
p50 0.00 0.00 0.00 0.00 0.00 0.00
p75 0.00 0.00 0.00 0.00 0.01 0.00
p90 0.00 0.00 0.00 0.00 0.02 0.01
max 0.10 0.01 0.00 0.01 0.18 0.23

F
1

µ 0.04 0.06 0.00 0.04 0.06 0.06
σ 0.13 0.18 0.00 0.07 0.12 0.14
min 0.00 0.00 0.00 0.00 0.00 0.00
p10 0.00 0.00 0.00 0.00 0.00 0.00
p25 0.00 0.00 0.00 0.00 0.00 0.00
p50 0.00 0.00 0.00 0.00 0.00 0.00
p75 0.00 0.04 0.00 0.05 0.06 0.06
p90 0.09 0.14 0.00 0.10 0.20 0.19
max 0.81 0.84 0.00 0.23 0.39 0.85

M
C
C

µ 0.04 0.06 0.00 0.05 0.06 0.07
σ 0.13 0.18 0.00 0.08 0.14 0.14
min -0.03 0.00 0.00 0.00 -0.03 -0.01
p10 0.00 0.00 0.00 0.00 -0.01 0.00
p25 0.00 0.00 0.00 0.00 0.00 0.00
p50 0.00 0.00 0.00 0.00 0.00 0.00
p75 0.00 0.05 0.00 0.06 0.06 0.07
p90 0.13 0.16 0.00 0.16 0.21 0.21
max 0.81 0.84 0.00 0.25 0.46 0.86

(a) Config ST-60-60-augmented statistics.

E S m mC1 mC2 mC3 mC4 Ms

A
C
C

µ 0.99 1.00 1.00 0.99 0.96 0.99
σ 0.03 0.00 0.00 0.00 0.06 0.04
min 0.83 0.99 1.00 0.99 0.77 0.74
p10 0.99 0.99 1.00 0.99 0.91 0.98
p25 0.99 1.00 1.00 0.99 0.96 0.99
p50 1.00 1.00 1.00 0.99 0.99 1.00
p75 1.00 1.00 1.00 1.00 0.99 1.00
p90 1.00 1.00 1.00 1.00 1.00 1.00
max 1.00 1.00 1.00 1.00 1.00 1.00

T
P
R

µ 0.04 0.06 0.00 0.06 0.08 0.08
σ 0.13 0.20 0.00 0.14 0.16 0.19
min 0.00 0.00 0.00 0.00 0.00 0.00
p10 0.00 0.00 0.00 0.00 0.00 0.00
p25 0.00 0.00 0.00 0.00 0.00 0.00
p50 0.00 0.00 0.00 0.01 0.00 0.00
p75 0.01 0.02 0.00 0.04 0.03 0.05
p90 0.14 0.08 0.00 0.09 0.24 0.34
max 0.91 0.96 0.00 0.47 0.52 1.00

P
P
V

µ 0.05 0.06 0.00 0.05 0.11 0.05
σ 0.13 0.13 0.00 0.06 0.23 0.09
min 0.00 0.00 0.00 0.00 0.00 0.00
p10 0.00 0.00 0.00 0.00 0.00 0.00
p25 0.00 0.00 0.00 0.00 0.00 0.00
p50 0.00 0.00 0.00 0.05 0.00 0.00
p75 0.01 0.06 0.00 0.09 0.06 0.07
p90 0.19 0.22 0.00 0.10 0.50 0.15
max 0.60 0.45 0.00 0.17 0.67 0.45

F
P
R

µ 0.00 0.00 0.00 0.00 0.02 0.01
σ 0.01 0.00 0.00 0.00 0.05 0.03
min 0.00 0.00 0.00 0.00 0.00 0.00
p10 0.00 0.00 0.00 0.00 0.00 0.00
p25 0.00 0.00 0.00 0.00 0.00 0.00
p50 0.00 0.00 0.00 0.00 0.00 0.00
p75 0.00 0.00 0.00 0.00 0.00 0.00
p90 0.00 0.00 0.00 0.00 0.02 0.01
max 0.11 0.01 0.00 0.01 0.19 0.23

F
1

µ 0.04 0.05 0.00 0.03 0.05 0.05
σ 0.10 0.13 0.00 0.05 0.09 0.10
min 0.00 0.00 0.00 0.00 0.00 0.00
p10 0.00 0.00 0.00 0.00 0.00 0.00
p25 0.00 0.00 0.00 0.00 0.00 0.00
p50 0.00 0.00 0.00 0.01 0.00 0.00
p75 0.01 0.02 0.00 0.06 0.03 0.05
p90 0.09 0.13 0.00 0.07 0.13 0.15
max 0.60 0.61 0.00 0.17 0.32 0.62

M
C
C

µ 0.04 0.05 0.00 0.04 0.05 0.05
σ 0.11 0.14 0.00 0.06 0.10 0.11
min -0.01 0.00 0.00 0.00 -0.01 0.00
p10 0.00 0.00 0.00 0.00 0.00 0.00
p25 0.00 0.00 0.00 0.00 0.00 0.00
p50 0.00 0.00 0.00 0.02 0.00 0.00
p75 0.01 0.03 0.00 0.06 0.04 0.05
p90 0.10 0.14 0.00 0.07 0.13 0.16
max 0.63 0.65 0.00 0.21 0.36 0.66

(b) Config ST-30-30-augmented statistics.
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E S m mC1 mC2 mC3 mC4 Ms

A
C
C

µ 1.00 1.00 1.00 1.00 0.98 0.99
σ 0.02 0.01 0.00 0.00 0.05 0.03
min 0.88 0.97 1.00 0.99 0.81 0.76
p10 1.00 1.00 1.00 1.00 0.97 0.99
p25 1.00 1.00 1.00 1.00 0.99 1.00
p50 1.00 1.00 1.00 1.00 1.00 1.00
p75 1.00 1.00 1.00 1.00 1.00 1.00
p90 1.00 1.00 1.00 1.00 1.00 1.00
max 1.00 1.00 1.00 1.00 1.00 1.00

T
P
R

µ 0.04 0.05 0.00 0.09 0.05 0.06
σ 0.13 0.16 0.00 0.21 0.11 0.16
min 0.00 0.00 0.00 0.00 0.00 0.00
p10 0.00 0.00 0.00 0.00 0.00 0.00
p25 0.00 0.00 0.00 0.00 0.00 0.00
p50 0.00 0.00 0.00 0.00 0.00 0.00
p75 0.00 0.02 0.00 0.07 0.00 0.05
p90 0.10 0.10 0.00 0.12 0.17 0.13
max 0.78 0.78 0.00 0.71 0.37 1.00

P
P
V

µ 0.01 0.03 0.00 0.01 0.02 0.01
σ 0.07 0.07 0.00 0.02 0.04 0.04
min 0.00 0.00 0.00 0.00 0.00 0.00
p10 0.00 0.00 0.00 0.00 0.00 0.00
p25 0.00 0.00 0.00 0.00 0.00 0.00
p50 0.00 0.00 0.00 0.00 0.00 0.00
p75 0.00 0.00 0.00 0.02 0.00 0.01
p90 0.02 0.06 0.00 0.02 0.05 0.04
max 0.52 0.26 0.00 0.06 0.14 0.30

F
P
R

µ 0.00 0.00 0.00 0.00 0.02 0.01
σ 0.02 0.01 0.00 0.00 0.05 0.03
min 0.00 0.00 0.00 0.00 0.00 0.00
p10 0.00 0.00 0.00 0.00 0.00 0.00
p25 0.00 0.00 0.00 0.00 0.00 0.00
p50 0.00 0.00 0.00 0.00 0.00 0.00
p75 0.00 0.00 0.00 0.00 0.00 0.00
p90 0.00 0.00 0.00 0.00 0.02 0.01
max 0.11 0.03 0.00 0.01 0.19 0.24

F
1

µ 0.02 0.02 0.00 0.02 0.02 0.01
σ 0.07 0.04 0.00 0.02 0.05 0.03
min 0.00 0.00 0.00 0.00 0.00 0.00
p10 0.00 0.00 0.00 0.00 0.00 0.00
p25 0.00 0.00 0.00 0.00 0.00 0.00
p50 0.00 0.00 0.00 0.00 0.00 0.00
p75 0.00 0.00 0.00 0.03 0.00 0.01
p90 0.03 0.05 0.00 0.04 0.07 0.05
max 0.49 0.15 0.00 0.07 0.16 0.15

M
C
C

µ 0.02 0.02 0.00 0.02 0.02 0.02
σ 0.07 0.04 0.00 0.04 0.05 0.04
min -0.01 0.00 0.00 0.00 -0.01 -0.01
p10 0.00 0.00 0.00 0.00 0.00 0.00
p25 0.00 0.00 0.00 0.00 0.00 0.00
p50 0.00 0.00 0.00 0.00 0.00 0.00
p75 0.00 0.01 0.00 0.04 0.00 0.02
p90 0.04 0.09 0.00 0.07 0.07 0.06
max 0.49 0.17 0.00 0.12 0.16 0.17

(c) Config ST-30-5-augmented statistics.

Table 4.11: Statistics S of the evaluation metrics E for the unbalanced test data obtained via
different slide-through sampling configurations with 30min observation windows after running
the models (m = naive multi-system model, mCi = clustered multi-system model, Ms =
set of all single-system models) that were trained with augmented data. µ = average, σ =
standard deviation, pi = i% percentile, min = minimum, max = maximum. Bold = best
results, underlined = second best results.
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• Time series metrics: Hosts are assigned the metric H-01 (CPU idle), disks the metric
D-03 (disk available) and networks the metric N-09 (receiving utilization). Analogously
to the real data, all these metrics are percentages and thus their values are within the
interval [0, 100].

• Time series data: The creation of the actual time series data is done via signals, where a
signal determines the shape of the time series that is associated with a specific entity
and metric. Given a set of candidate signals, we then randomly (uniform distribution)
select one for each such entity and metric. Table 4.12 presents an overview of the signals,
including a short description and representative example time series in Figure 4.27. Each
time series has a resolution of one minute.

Metric Signal Description Example

H-01 noise_const Constant signal with noise. Figure 4.27a
noise_sinus Periodic sinus-shaped signal with noise. Figure 4.27b

D-03
noise_trend Negative linear trend signal with noise. Figure 4.27c
curves Random curve-shaped signal. Figure 4.27d
saw Periodic saw-shaped signal. Figure 4.27e

N-09 pulse Signal with random pulses (sharp spikes). Figure 4.27f
noise_rect Periodic rectangle-shaped signal with noise. Figure 4.27g

Table 4.12: The set of candidate signals for each metric, including a reference to an example
time series (cf. Figure 4.27) that was created with the corresponding signal.

• Events: This is the most important part since the events and their effects on the time
series form the basis of the event prediction. Every time an event occurs on a service,
the time series of the connected host, disk and network entities are affected as specified
in Table 4.13. We chose the effects in a way that multiple lengths and offsets are present
in the data, so we can investigate the impact on the observation windows as well as the
different slide-through step sizes and prediction windows. Furthermore, the magnitudes
allow a clear distinction between normal data and event-affected data. Events are
configured to happen on 50% of all services (50 · 50% = 25), and per service, 50 events
occur at random timestamps (uniform distribution). For our five-day export, this means
that we recorded 25 · 50 = 1250 events in total.

With the synthetic system ready to be studied, the next step is to create all necessary
configurations. Again, separate training and testing configurations are required due to the
different sampling techniques, so we applied our day-based cross-validation once more, i.e.,
always four days are used for training and the remaining day for testing. First, we decided to
run a per-event-based testing config to see how well our approach performs theoretically. We
used the same configuration settings as in the unbalanced scenario (cf. Section 4.6.2), minus
all multi-system-related settings, as we only need to evaluate our single synthetic system.
Here, we expect near perfect results since the synthetic events and their effects on the time
series are clearly visible, and thus, our approach should easily be able to distinguish between
negative and positive per-event samples. Table 4.14 lists the evaluation metrics after running
the random forest classifiers (100 trees, no depth limit).

Clearly, the results are indeed perfect or very close to perfect. In fact, none of the
observation window runs predicted even a single false positive, and the maximum number of
false negatives was four for the 60min observation window configuration. Moreover, similarly
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Metric Effect Description Example

H-01 peak A rectangular peak of either length 10 and
magnitude 100 with offset 0, or length 15 and
magnitude 20 with offset 10 (chosen randomly based
on a uniform distribution).

Figure 4.27h

D-03 warp A signal change of length 30 based on magnitude
warping (cf. Section 4.3.2.4) with 10 knots and a
standard deviation (magnitude) of 3 with offset 0 or
offset 15 (chosen randomly based on a uniform
distribution).

Figure 4.27i

N-09 peak A rectangular peak of length 5 and magnitude 100
with offset 0.

Figure 4.27j

Table 4.13: Signal change effects for each metric in case of an event occurrence, including a
reference to an example of events affecting a concrete time series. The offset describes the
time span between an event occurrence and the end of the “effect impact window”, which has a
size of length. For example, offset 10 and length 15 mean that we go back 10 minutes from the
event timestamp, and then the preceding 15 minutes (effect impact window) of the affected
time series data are altered. The magnitude indicates how much the time series is changed.

E 5min 10min 15min 30min 45min 60min

ACC 1.0000 1.0000 0.9996 0.9996 0.9992 0.9984
TPR 1.0000 1.0000 0.9992 0.9992 0.9984 0.9968
PPV 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
FPR 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
F1 1.0000 1.0000 0.9996 0.9996 0.9992 0.9984
MCC 1.0000 1.0000 0.9992 0.9992 0.9984 0.9968

Table 4.14: Evaluation metrics E of the balanced per-event testing data, grouped by the
observation windows.
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(a) Example of signal noise_const.
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(b) Example of signal noise_sinus.
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(c) Example of signal noise_trend.
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(d) Example of signal curves.
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(e) Example of signal saw.
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(f) Example of signal pulse.
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(g) Example of signal noise_rect.
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(h) Example of effect peak, where multiple events
occurred (affected metric signal: noise_sinus).
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(i) Example of effect warp, where multiple events
occurred (affected metric signal: saw).
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(j) Example of effect peak, where multiple events
occurred (affected metric signal: noise_rect).

Figure 4.27: Examples of time series that were created with the corresponding signals as
listed in Table 4.12 (4.27a to 4.27g), and examples showing how events influence the time
series with their effects (4.27h to 4.27j). The x-axis indicates the hours of the day in 24h
format, e.g., 15 means 15:00 (3pm).
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to the real-world results, we can see that the different observation windows apparently did not
influence the prediction quality, which indicates that all window sizes were able to capture
our synthetic event effects. Naturally, other synthetic data could yield a different outcome,
but this would require a much more in-depth evaluation. However, this is not the focus of
this section, as we actually want to investigate how the slide-through sampling performs in a
known and controlled environment.

The main analysis is then achieved with various slide-through sampling configurations. To
get a good overview, we decided to evaluate the full cross product of step sizes and prediction
windows over the following 13 options: {1, 5, 10, 15, 20, 25, 30, 35, 40, 45, 50, 55, 60}. This means
that we create 13 · 13 = 169 slide-through configurations, ranging from ST-1-118 to ST-60-60
with all possible combinations. Together with our six observation window sizes, we thus have
to run 6 · 169 = 1014 individual configurations, all with a five-day cross-validation. Figure 4.28
shows the Matthews correlation coefficient (MCC) values that were achieved when running all
these testing configurations, grouped by the observation windows. The results for the other
evaluation metrics can be found in the appendix (cf. Section C.2 on p. 223).

Before going into detail, it must be noted that we also tested configurations that potentially
do not capture all events or count the same event multiple times. The former is the case
when the prediction window size is smaller than the step size (problem already introduced
in Section 4.6.3). The latter occurs if it is the other way around, i.e., the step size is smaller
than the prediction window size, which leads to parts of the prediction window data being
visited multiple times. However, as we can see in the MCC plots, the step size parameter
evidently does not really impact the results. The prediction window size, on the other hand,
is much more important, as are the observation windows. In our synthetic scenario, using
5min prediction windows yielded the best evaluation metric scores, and the 5min observation
windows (followed by 15min) outperformed the other options. Unfortunately, it is now apparent
that the slide-through sampling approach is not ideal for the task of event prediction. Given
that we started from a near perfect prediction in the per-event case, we now dropped down
to an MCC maximum of about 0.65, a loss of a formidable amount of 0.35. While an MCC
of 0.65 is not too bad in its own right, we have to remember that the raw testing data is
not different than the training data, i.e., the time series and events, including their effects,
are the same. This means that we have a limited predictive capability despite the fact that
the synthetic data should be (almost) perfectly predictable, as demonstrated in the per-event
testing configurations.

We also discussed the potential problem of having an underrepresented negative class
distribution in the training data, where oversampling techniques such as data augmentation can
help. Since we have considerably more events that occur in our synthetic scenario (1250 events
in five days in a single system), this issue is much less relevant, as chances are high that selecting
a negative sample for every positive sample already results in a sufficient approximation of the
negative class distribution. Nevertheless, we decided to run the 1014 testing configurations two
more times, where the random forest models were trained with augmented data, in the first run
with five additional augmentations and in the second run with ten additional augmentations.
As augmentation function, we used time warping once more with the same parameters as
in the real-world scenario (three knots, standard deviation of 0.05). The MCC results for
the 5min observation windows in comparison to the non-augmented data are presented in
Figure 4.29. The results for the remaining observation windows as well as all other evaluation
metrics can be found in the appendix (cf. Section C.2 on p. 223).

18As introduced earlier, ST-X-Y represents a slide-through (ST) sampling configuration with a step size of X
and a prediction window size of Y.



118 Time-Series-based Event Prediction

Prediction Window Size

1 10 20 30 40 50 60 Step Size

1
10

20
30

40
50

60
0.1
0.2
0.3
0.4
0.5
0.6
0.7

MCC

(a) MCC for the 5min observation windows.
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(b) MCC for the 10min observation windows.
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(c) MCC for the 15min observation windows.
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(d) MCC for the 30min observation windows.
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(e) MCC for the 45min observation windows.
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(f) MCC for the 60min observation windows.

Figure 4.28: MCC for different observation window sizes after running slide-through sampling
testing configurations with varying step sizes and prediction window sizes. Yellow tones indicate
better values, purple worse values.
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(a) MCC for the 5min observation windows when trained with no augmentation (left) vs. 5-times
augmented data (right).
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(b) MCC for the 5min observation windows when trained with no augmentation (left) vs. 10-times
augmented data (right).

Figure 4.29: MCC for the 5min observation windows after running slide-through sampling
testing configurations with varying step sizes and prediction window sizes, achieved with
models that were trained with 5-times and 10-times augmented data in comparison to the
non-augmented data. Yellow tones indicate better values, purple worse values.
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As expected, augmenting the data did not significantly change the prediction performance,
indicating that the negative samples in the training data were already sufficient in the
non-augmented case. To double check, we also evaluated the per-event sampling testing
configurations, which resulted in the same (near perfect) predictions as well.

4.6.5 Balanced Scenario Revisited

We now know that the slide-through sampling approach is not optimal, but the results obtained
in the unbalanced scenario are significantly worse than those in the balanced scenario. Given
the initial, balanced results, we would have expected at least slightly better unbalanced
results, even when accounting for the approach’s drawbacks. Recall that we had an MCC of
roughly 0.75 in the balanced scenario compared to 0.03 up to 0.09 in the unbalanced scenario
(depending on the concrete slide-through config). If we are conservative and round these values
to 0.7 and 0.05, then this leads to a drop of 0.7− 0.05 = 0.65. From the synthetic evaluation,
we can infer that the suboptimal slide-through sampling costs us at least 0.35, so let us again
assume a more conservative value of 0.4. We subtract this “expected loss” from the original 0.7,
which yields 0.7− 0.4 = 0.3 and thus a smaller drop of 0.3− 0.05 = 0.25. However, an MCC of
0.3 is still much better than our actually obtained 0.05, or, alternatively, there is still a drop
of 0.25. Considering that augmenting the data resulted in even worse evaluation metrics, it
might be that in the original, balanced scenario (balanced per-event sampling), we just were
rather “lucky” with the randomly sampled data. Specifically, a possibility could have been
that our random negative samples not only did not approximate the negative data distribution
very well (cf. Figure 4.25), but also could, coincidentally, be separated/distinguished from
the event samples comparatively easily. To check whether this was indeed the case, we
decided to run the same 18-day cross-validation as introduced earlier,19 but this time, with
both the training as well as the testing configurations set to per-event sampling. As the
observation window size, we used 30 minutes. We refer to this configuration as PE (per-event
sampling). Furthermore, we performed another evaluation where we ran the same training
and testing configurations but with augmented training data. We refer to this configuration as
PE-augmented (per-event sampling, augmented training data). This second experiment should
reveal by how far the approximation of the negative sampling distribution was off. Figure 4.30
shows the cross-validated results of the two configs PE and PE-augmented with details listed
in Table 4.15.

From the outcome of the first config (PE), we can clearly see that the new results are worse
compared to our initial results. With the exception of the false positive rate (FPR) which
increased only marginally, all metrics dropped by roughly between 0.1 and 0.3. When merged
across all models, the new average MCC is around 0.4, which is about 0.3 lower than before
(0.7), indicating that we were indeed “lucky” with our initial random sampling that led to
quite promising first results. We now also get a much improved MCC estimation when taking
the “expected loss” from the slide-through sampling approach into account. Here, we have a
per-event MCC of about 0.4, and if we subtract this “expected loss” (based on the synthetic
evaluation, we again assume the same conservative value of 0.4 from above), we then get an
MCC estimation of 0.4− 0.4 = 0, which is much more in line with our actually obtained 0.05.

Finally, when analyzing the results of the second config (PE-augmented), we can conclude
two things. First, as expected due to the enormous class imbalance, our initial approximation
of the negative data distribution was indeed lacking, as the evaluation metrics changed
significantly when augmenting the training data. Second, and more importantly, it seems that

19Since we use the day-based cross-validation, we again discard the last two days of the export (the two least
complete days) to avoid “empty” days, i.e., days where no or almost no events occurred.
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(a) Evaluation metrics for config PE (cf. Table 4.15a for details).

m
m

C 1
m

C 2
m

C 3
m

C 4 M
s

0.1
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0

ACC

m
m

C 1
m

C 2
m

C 3
m

C 4 M
s

TPR

m
m

C 1
m

C 2
m

C 3
m

C 4 M
s

PPV

m
m

C 1
m

C 2
m

C 3
m

C 4 M
s

FPR
m

m
C 1

m
C 2

m
C 3

m
C 4 M
s

F1

m
m

C 1
m

C 2
m

C 3
m

C 4 M
s

MCC

(b) Evaluation metrics for config PE-augmented (cf. Table 4.15b for details).

Figure 4.30: Evaluation metrics for the balanced test data obtained via different per-event
sampling configurations with 30min observation windows after running the models (m =
naive multi-system model, mCi = clustered multi-system model, Ms = set of all single-system
models). Detailed information is available in Table 4.15.
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E S m mC1 mC2 mC3 mC4 Ms

A
C
C

µ 0.69 0.72 0.68 0.75 0.67 0.74
σ 0.13 0.12 0.09 0.11 0.17 0.15
min 0.27 0.53 0.52 0.62 0.35 0.47
p10 0.54 0.61 0.60 0.65 0.49 0.54
p25 0.61 0.64 0.64 0.67 0.57 0.63
p50 0.67 0.67 0.68 0.73 0.63 0.74
p75 0.79 0.79 0.72 0.83 0.80 0.87
p90 0.87 0.88 0.76 0.87 0.91 0.92
max 0.99 0.99 0.83 0.97 0.93 1.00

T
P
R

µ 0.56 0.56 0.49 0.66 0.59 0.62
σ 0.23 0.22 0.14 0.19 0.24 0.26
min 0.13 0.12 0.32 0.34 0.17 0.02
p10 0.23 0.33 0.36 0.49 0.28 0.24
p25 0.38 0.41 0.40 0.53 0.40 0.40
p50 0.53 0.54 0.46 0.66 0.60 0.65
p75 0.77 0.69 0.57 0.81 0.78 0.86
p90 0.87 0.88 0.62 0.84 0.86 0.91
max 0.99 1.00 0.77 0.96 0.92 1.00

P
P
V

µ 0.70 0.73 0.70 0.75 0.72 0.76
σ 0.18 0.18 0.15 0.21 0.18 0.18
min 0.22 0.32 0.53 0.37 0.33 0.34
p10 0.46 0.48 0.53 0.46 0.51 0.48
p25 0.62 0.64 0.56 0.63 0.66 0.64
p50 0.72 0.74 0.66 0.83 0.74 0.80
p75 0.85 0.85 0.83 0.89 0.84 0.91
p90 0.90 0.93 0.91 0.91 0.93 0.95
max 0.99 1.00 0.91 0.98 0.97 1.00

F
P
R

µ 0.19 0.16 0.17 0.16 0.24 0.15
σ 0.11 0.09 0.10 0.10 0.13 0.11
min 0.01 0.00 0.04 0.02 0.02 0.00
p10 0.08 0.05 0.06 0.08 0.08 0.04
p25 0.12 0.10 0.09 0.11 0.14 0.07
p50 0.17 0.17 0.18 0.15 0.22 0.13
p75 0.23 0.19 0.25 0.19 0.37 0.22
p90 0.34 0.25 0.29 0.29 0.38 0.26
max 0.55 0.36 0.32 0.36 0.42 0.54

F
1

µ 0.60 0.63 0.57 0.69 0.63 0.66
σ 0.20 0.20 0.12 0.18 0.21 0.24
min 0.16 0.17 0.40 0.39 0.23 0.04
p10 0.33 0.43 0.46 0.44 0.38 0.34
p25 0.47 0.48 0.50 0.61 0.50 0.45
p50 0.58 0.63 0.54 0.64 0.64 0.71
p75 0.77 0.77 0.60 0.84 0.79 0.85
p90 0.87 0.87 0.72 0.86 0.90 0.91
max 0.99 0.99 0.81 0.97 0.93 1.00

M
C
C

µ 0.38 0.42 0.34 0.50 0.35 0.48
σ 0.27 0.26 0.17 0.24 0.34 0.30
min -0.45 -0.01 0.04 0.17 -0.28 -0.06
p10 0.09 0.08 0.21 0.18 0.04 0.07
p25 0.16 0.25 0.25 0.36 0.16 0.22
p50 0.35 0.37 0.32 0.45 0.26 0.51
p75 0.59 0.56 0.41 0.67 0.59 0.71
p90 0.75 0.76 0.56 0.73 0.83 0.84
max 0.98 0.99 0.65 0.95 0.86 1.00

(a) Config PE statistics.

E S m mC1 mC2 mC3 mC4 Ms

A
C
C

µ 0.55 0.58 0.55 0.58 0.52 0.57
σ 0.11 0.12 0.08 0.13 0.12 0.12
min 0.35 0.40 0.48 0.39 0.36 0.34
p10 0.45 0.48 0.49 0.45 0.41 0.47
p25 0.49 0.50 0.49 0.48 0.45 0.49
p50 0.52 0.55 0.53 0.57 0.49 0.54
p75 0.62 0.65 0.57 0.70 0.60 0.65
p90 0.70 0.69 0.67 0.73 0.63 0.72
max 0.95 0.98 0.71 0.75 0.82 1.00

T
P
R

µ 0.05 0.08 0.00 0.09 0.09 0.10
σ 0.15 0.21 0.00 0.16 0.18 0.20
min 0.00 0.00 0.00 0.00 0.00 0.00
p10 0.00 0.00 0.00 0.00 0.00 0.00
p25 0.00 0.00 0.00 0.00 0.00 0.00
p50 0.00 0.00 0.00 0.01 0.00 0.00
p75 0.02 0.02 0.00 0.07 0.05 0.07
p90 0.18 0.26 0.00 0.26 0.27 0.33
max 0.92 0.97 0.00 0.51 0.61 1.00

P
P
V

µ 0.27 0.39 0.00 0.63 0.37 0.40
σ 0.43 0.50 0.00 0.50 0.49 0.48
min 0.00 0.00 0.00 0.00 0.00 0.00
p10 0.00 0.00 0.00 0.00 0.00 0.00
p25 0.00 0.00 0.00 0.00 0.00 0.00
p50 0.00 0.00 0.00 1.00 0.00 0.00
p75 0.75 1.00 0.00 1.00 0.97 1.00
p90 1.00 1.00 0.00 1.00 1.00 1.00
max 1.00 1.00 0.00 1.00 1.00 1.00

F
P
R

µ 0.00 0.00 0.00 0.00 0.00 0.01
σ 0.00 0.00 0.00 0.00 0.01 0.02
min 0.00 0.00 0.00 0.00 0.00 0.00
p10 0.00 0.00 0.00 0.00 0.00 0.00
p25 0.00 0.00 0.00 0.00 0.00 0.00
p50 0.00 0.00 0.00 0.00 0.00 0.00
p75 0.00 0.00 0.00 0.00 0.00 0.00
p90 0.00 0.00 0.00 0.00 0.01 0.01
max 0.02 0.00 0.00 0.01 0.03 0.14

F
1

µ 0.08 0.11 0.00 0.13 0.13 0.13
σ 0.18 0.24 0.00 0.22 0.24 0.24
min 0.00 0.00 0.00 0.00 0.00 0.00
p10 0.00 0.00 0.00 0.00 0.00 0.00
p25 0.00 0.00 0.00 0.00 0.00 0.00
p50 0.00 0.00 0.00 0.02 0.00 0.00
p75 0.04 0.05 0.00 0.13 0.10 0.13
p90 0.31 0.42 0.00 0.41 0.42 0.50
max 0.96 0.98 0.00 0.67 0.76 1.00

M
C
C

µ 0.08 0.12 0.00 0.14 0.11 0.12
σ 0.17 0.23 0.00 0.19 0.21 0.23
min -0.07 0.00 0.00 0.00 -0.07 -0.14
p10 0.00 0.00 0.00 0.00 0.00 0.00
p25 0.00 0.00 0.00 0.00 0.00 0.00
p50 0.00 0.00 0.00 0.08 0.00 0.00
p75 0.06 0.10 0.00 0.17 0.13 0.19
p90 0.32 0.39 0.00 0.38 0.35 0.41
max 0.91 0.96 0.00 0.57 0.68 1.00

(b) Config PE-augmented statistics.

Table 4.15: Statistics S of the evaluation metrics E for the balanced test data obtained via
different per-event sampling configurations with 30min observation windows after running the
models (m = naive multi-system model, mCi = clustered multi-system model, Ms = set of
all single-system models). µ = average, σ = standard deviation, pi = i% percentile, min =
minimum, max = maximum. Bold = best results, underlined = second best results.
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if we do have a better approximation, the negative and positive samples can no longer be
successfully separated/distinguished. With the average MCC dropping to 0.1 (merged across
all models), even per-event sampling, which does not have the drawbacks of the slide-through
sampling approach, appears to bear no fruit. Ultimately, this might indicate that our initial
hypothesis that we can predict service slowdown events based on infrastructure monitoring
time series might be false, i.e., our multi-system monitoring data might just not contain enough
information required to predict these events. However, much more testing would be necessary
to confirm this statement, preferably also including entirely different approaches (e.g., anomaly
detection) to cancel out any weaknesses and drawbacks that a classical supervised prediction
approach such as ours brings along.

4.7 Discussion

This section covers a discussion of the results from both the real-world and synthetic scenarios.
We also talk about our multi-system event prediction approach and present insights and
lessons learned throughout the course of this project, including the encountered problems and
potential threats to validity.

4.7.1 Lessons Learned

In the following, we present various lessons that we learned and general insights we gained
when applying our approach on both the industrial, real-world data as well as on the synthetic
dataset.

Tool support greatly facilitates the event prediction pipeline. While this might be obvious,
we would still like to explicitly mention the immense workload support that our preprocessing
framework enabled. Having simple configurations that are easy to change and adapt to the
respective needs (e.g., different sampling techniques, balancing settings, time series data
processing, etc.) drastically reduces the amount of time otherwise required for countless
repetitive tasks. This is especially true for our application area, where we had to create
numerous data exports, both for the real-world data and for the synthetic data.

The configuration search space is huge and can incur high computational costs. This is
true for the configs of our preprocessing framework, the post-processing settings and the
hyperparameter options of the selected machine learning models. Making sensible choices is
essential because running every possible combination is computationally infeasible. Even when
carefully picking the configuration settings, this can still quickly lead to many evaluations and
potentially long computational run times, especially when dealing with large amounts of data
such as our multi-system infrastructure monitoring dataset.

Slide-through sampling incurs problems for supervised learning approaches that limit the
predictive capability. Our slide-through sampling approach and, in turn, our event prediction
unfortunately suffer from some inherent drawbacks that cannot easily be fixed (difficult choice
of parameters: overlapping observation windows, dropping events or counting multiples if
the step size and prediction window size do not match). On further reflection, a classical
supervised prediction approach might just not be the best choice when trying to identify and
predict rare events in a multi-system environment. Perhaps anomaly detection techniques
based on time series analysis [99, 101] might be better suited, which could be an interesting
part of future research.

Initial results might be misleading. A thorough initial analysis is essential, since otherwise,
one might be tempted to draw conclusion too quickly. Some might view this as self-evident,
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but even in rigorous environments, mistakes can happen and sometimes potential issues can
be overlooked, which is why we still want to mention it here. In our case, the first prediction
results looked quite promising, so we directly continued with the slide-through sampling
approach without taking a closer look at these results. While the subsequent evaluations
were interesting and insightful, we nevertheless should have done more testing beforehand,
which would have explained some things earlier and saved us a lot of unnecessary work and
frustration, although the proverb “hindsight is easier than foresight” definitely applies here.

4.7.2 Problems and Limitations

The preprocessing framework only supports a limited number of preprocessing options. However,
we carefully integrated all available options to cover a wide range of functionality, which should
suffice for the majority of things the users want to accomplish. Moreover, new configuration
settings that are required to fit more specific needs can easily be integrated. Our focus was
on time-series-based event prediction using sampling techniques, so if the users’ goals do not
match, e.g., just extracting data from the time series without any information about events,
our framework cannot directly be applied since changes and adaptations are necessary.

The next potential problem is the fact that our data export put some strain on the
infrastructure of the different software systems, which could have caused more service events.
However, even if we were responsible for some additional events, the hypothesis that it is
reflected in the infrastructure time series still holds, maybe even more so since those events
were most likely caused due to our own increased load.

As already mentioned in the previous section, the number of configuration settings to
evaluate can be a hard limit. One major factor in this regard are the available hardware
resources we had at our disposal for running all tests on the industrial, real-world data.20 All
exports, preprocessing, post-processing and model training were done on a mobile workstation
with an Intel Core i7-7820HQ 2.9GHz processor with four physical cores and eight threads,
32GB of main memory and a 1TB SSD (solid-state-drive) for storage. While this might not
sound too bad at first, it must be noted that we had to process huge amounts of data, which
quickly caused problems such as too little free disk space,21 out of memory errors22 or very
long running processes.23 Thus, we decided to run only a limited number of carefully chosen
configurations, since we simply could not test more due to resource and time constraints.

All model training in the evaluation section was conducted with a lead time of zero, meaning
that we simply wanted to predict whether an event occurred right after the observation window.
Of course, in a production environment, we would be much more interested in lead times
greater than zero, so system administrators could actually take preventative actions before
an event occurs. Due to the rather poor results, the problems with the approach itself and
limited hardware as well as time resources, we decided not to pursue such configurations any
further, so this remains an open challenge to be studied in future work.

20Due to confidentiality reasons, we could not use any additional resources.
21The compressed InfluxDB time series database alone takes up over 550GB of space, next to all other

necessary applications and data (operating system, various programs and tools, user data). Extracting data
with our preprocessing configs, notably slide-through and augmented datasets, therefore often resulted in
running out of disk space. A solution to this recurring problem was only to delete (parts of) the extracted data
after a successful evaluation. Naturally, in case of any changes to our evaluation pipeline, everything had to be
extracted and run again, which was rather tiresome and tedious, especially considering the long run times.

22For the augmented data with hundreds of millions of individual values, we even had to switch to a 32bit
floating point number representation in order to successfully execute our evaluation pipeline.

23Exporting data with the preprocessing framework often took hours, and evaluating the slide-through
sampling configurations with augmented training data even ran for several days.
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Lastly, a major problem was also the quality and the amount of the available data. Many
time series had missing data and many systems had to be excluded due to too few events,
which severely limited the actually usable data. It is difficult to say whether more data (e.g.,
several months), including more service slowdown events and ideally less missing time series
values, would have impacted the outcome of the study, but it would at least have increased
our confidence in our findings.

4.7.3 Threats to Validity

As already mentioned several times, the slide-through sampling approach is not ideal for
the event prediction application. However, the evaluations in the synthetic scenario show
that some configurations are much better than others, so the configurations we chose in the
real-world scenario might potentially not be the best, i.e., we might have missed some which
could have yielded better results. This threat also extends to all post-processing settings and
to the selected supervised machine learning models. Regarding the latter, in our research
group, Kahlhofer [90] measured the prediction performance using neural networks and achieved
similar results. As pointed out in the previous section, all this would unfortunately require
much more time and thus remains an open issue to be investigated in future work.

Despite the problems that the slide-through sampling introduces, it is the only sensible way
of extracting data in a real-world environment because we do not know the events in advance.
Hence, we cannot apply per-event sampling, even if we acknowledged the class imbalance by
setting an appropriate sampling ratio. This inherent issue strengthens the point we discussed
in the lessons learned, where we came to the conclusion that different approaches (e.g., anomaly
detection) could be more suitable compared to the classical supervised prediction approach.
Note that this problem is still specific to the data structure we analyzed. If, for instance,
events are not based on a single point in time but are rather defined over a time period, the
entire situation changes and everything must be reevaluated.

Independent of the chosen approach, some issues might arise from the infrastructure
monitoring data itself. One question is whether the resolution of one minute is enough or too
coarse. The initial hypothesis was that the service events could be caused by an “accumulative”
effect (build-up), e.g., the free disk space slowly decreases or the memory consumption increases,
causes garbage collections and thus high CPU load, which then ultimately triggers an event.
Such a step-wise accumulation is very likely to occur over an extended period of time rather
than spontaneously. Moreover, the events that are created are based on a heuristic that takes
historic data in minute resolution into account as well, so we are confident that the resolution
of one minute is sufficient. However, there is still the ultimate issue that it is unclear whether
the service slowdowns can even be explained with the available time series data, as the ground
truth is unknown (all the experiments are based on the initial hypothesis). If the data does not
contain such information, there simply are no correct configurations, post-processing options,
machine learning models or approaches in general because we cannot learn from something
that is not there in the first place.

There are also some potential threats concerning our synthetic data. First, the best step
size and prediction window size might only count for this dataset, and these options might also
be a lucky coincident because they possibly simply matched the event distance most closely.
For instance, assume that events started at timestamp 0 and happened every 40 minutes, then
slide-through sampling configurations such as ST-40-Y (replace Y with any prediction window
size) will most likely perform very well since they exactly match the event occurrences, which
is comparable to per-event sampling. However, events are generated randomly based on a
uniform distribution, which mitigates this problem since it is highly improbable that multiple
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events occur exactly the same time period (in the example, 40min) apart. We also applied
cross-validation to make full use of all events in the synthetic data, reducing the probability of
such coincidences even further. A second point of discussion is the interpretation of the results
achieved with unequal step sizes and prediction window sizes, which might potentially impact
the evaluation metrics in a misleading way. In case the step size is larger than the prediction
window size, we miss/skip events. If we skip too many, then only very few remain, where a
single correct or incorrect prediction changes some metrics significantly. For example, assume
the extreme case that we only observe a single event. If we classify this sample correctly
as positive, then the true positive rate (TPR) is at 100%, whereas classifying the sample
as negative results in a TPR of 0%. Albeit not wrong, one must take this situation into
consideration and not blindly choose the configuration settings that achieved the best TPR.
The same is true when inspecting the results obtained with configurations where the step size
is smaller than the prediction window size. Here, we observe more events than there actually
are, since the prediction windows overlap and we thus create more positive samples if an event
occurred within this overlap. Again, this has an impact on the class imbalance, and we have to
be careful not to draw conclusions too prematurely. If we keep both these situations in mind,
inspect all the data and use a robust evaluation metric such as the Matthews Correlation
Coefficient (MCC) as a first guidance, we can start interpreting the results.

The last thing to discuss are the external threats to validity. We only used time series
and special/specific events from our industry partner (service events are created with custom
heuristics), so we cannot really generalize to other settings and domains. The preprocessing
framework as well as the event prediction approach, however, are of general value and thus
could be applied to other domains where a topology, events and time series are available.
However, different results and therefore different conclusions are to be expected since the
outcome is very data dependent.

4.8 Related Work

This section analyzes related work and covers topics ranging from time series processing, to
entire frameworks and tool pipelines, up to classification, detection and prediction systems
which are based on logs or monitoring data. This also includes alternative approaches that
could be interesting to apply in our multi-system environment as well.

4.8.1 Time Series Processing

While research on data processing in preparation for machine learning reaches back quite
a bit in time [19], (big data) time series processing in particular has become more popular
in recent years [60, 100, 66, 196]. There exists some work that does not rely heavily on
preprocessing and feature engineering [91], but in general, approaches that incorporate some
form of processing are widely applied. In the area of data mining, Wilson [193] listed three
main processing techniques that can be used to transform and reduce the dimensionality of
the raw time series data, since raw data is often not directly applicable. The techniques
are piecewise approximation, identification of important points and symbolic representation.
In [125], the authors investigated the classification performance of a neural network model
when trained with a feature-based time series representation, which included the average,
standard deviation, skewness and kurtosis (we go into much more detail on this topic in
Chapter 5). They achieved better results with the processed time series variants. Jansen
et al. [86] predicted machine failures based on multivariate time series, for which they created
a data preprocessing pipeline covering data selection, cleaning, sampling, standardization and
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more. We analyzed all this related work and extracted essential components which we then
integrated into our own preprocessing framework, making adaptations where necessary to fit
more special requirements imposed by our multi-system environment.

4.8.2 Time-Series-based Frameworks

Of course, we are not the first to present work on entire frameworks that incorporate time series
processing. Many sophisticated frameworks have been proposed in literature, some focusing
more on the data processing part itself, while others value time series handling or visualizations,
or present an entire workflow pipeline. However, to the best of our knowledge, none have yet
considered a multi-system environment, especially in combination with a dynamic topology
with connected components and multivariate time series. Similar to their earlier work on a
system for interactive design and control of a time series preprocessing pipeline [16], Bernard
et al. [15] introduced an iterative segmentation workflow that includes an immediate visual
analysis, so users can directly see how different segmentation parameters affect the time
series processing results and make changes accordingly. The segmentation pipeline covers
various steps such as data cleaning, sampling and normalization. The visual-analytics-guided
framework TimeCleanser [71] was primarily designed for cleaning time series data, where the
authors included 39 time-induced data quality problems derived from related work. Users
can see via visual guidance how different processing techniques handle such problems, and
they can also directly apply appropriate fixes. In [168], a data preprocessing framework
for addressing missing values, data cleaning and data reduction with the goal of improving
the prediction accuracy for datasets with missing values was proposed. They evaluated
their approach with data from the area of power grid systems and concluded that using the
framework improved the precision. Frenzel et al. [57] created a web-interface-based framework
for handling time series data, including storage, various preprocessing options, an analysis step
and visualizations. There is also one work that includes the system architecture in contrast
to most other approaches that view a system as a whole or do not connect its individual
components: Hora [135] is an online failure prediction framework which combines a failure
propagation model (taking the system components and their connections into account) with
individual component failure predictors that are based on various internal system metrics (e.g.,
CPU or memory measurements).

4.8.3 More General Frameworks

Of course, time series are not the only type of data that are of interest to researchers. Many
more general frameworks exist that support other data kinds as well and provide other or
extended processing support, some of which could also prove useful for our preprocessing
framework in future work. For instance, Corrales et al. [38] presented DQF4CT as a conceptual
data quality framework in the area of machine learning classification. Together with an
ontology that helps users to select correct data cleaning techniques, the framework provides
a guidance for preprocessing data to address quality issues. In [120], the authors proposed
YALE, a large and flexible framework for various data mining tasks, which is based on so-called
operators that can be arbitrarily combined into operator trees. An operator is a function that
takes defined inputs, performs some actions and returns outputs. The authors provided several
predefined operators that correspond to certain parts of the processing pipeline, including
parsing different data sources, providing several machine learning algorithms, and offering
multiple visualization and preprocessing options (e.g., discretization, filtering, normalization,
sampling or dimensionality reduction). In [118], Merriënboer et al. introduced a two-part
framework for preprocessing data and then training neural networks. The first part is called



128 Time-Series-based Event Prediction

Blocks and provides many preprocessing options such as standardization, data traversal and
more data-specific techniques (e.g., image cropping or n-grams for texts). The second part is
called Fuel, which uses Blocks and trains neural networks on the processed data, including
visualizations and serialization of the results afterwards. TFX [12] is a TensorFlow-based [1]
implementation of a general-purpose machine learning platform that covers many steps and
components of a machine learning pipeline. The framework includes data analysis (statistical
overview of the data), transformations (feature mappings), validation (detecting anomalies
based on expected data that is defined via a so-called schema), model training, model evaluation
and model validation (with automatic comparison of current results to previous model results),
and serving (guidance how to deploy everything to production). A major focus was put on
avoiding glue code, ensuring that the data is correctly applied to the machine learning phase
(e.g., same processing steps for training and testing), and enabling an iterative and continuous
workflow with unified configurations.

4.8.4 Log-Data-based Approaches

Continuing with the field of classification, detection and prediction, we start by presenting
related work that utilizes log data. Fronza et al. [58] used log messages (must include
the performed operation, the severity and the timestamp) in conjunction with Random
Indexing [148] for text processing to train a support vector machine for failure prediction.
They evaluated three months’ worth of log data from six different subsystems of an anonymous
company, preprocessed their data (duplicate removal, dropping entries with missing data) and
tested four support vector machine models: three different kernels and a weighted version to
handle data imbalance. The latter performed better than the rest in terms of true positive
rate (TPR). In [134], the authors presented a framework for system event classification and
prediction based on preprocessed event logs in a large-scale system. The first step was to
process the logs, which included normalization, filtering and the manual labeling of the events
by a system administrator. In the prediction part, they used sequences of log messages with the
goal to find patterns that can lead to events within a specified prediction window. The authors
evaluated their approach on log data from a supercomputer with various machine learning
models as well as different prediction parameter settings (e.g., number of past observations,
lead time or prediction window size), and they reported promising first results. Another failure
prediction based on events in logs was presented in [150]. Here, the authors focused on log
preprocessing to increase the prediction accuracy. They accomplished this goal by extracting
event sequences (time conversions, discarding irrelevant information, assigning identifiers,
and specifying the lead time as well as the data window size) with grouping/clustering and
filtering those sequences afterwards. In the evaluation of a telecommunication system, they
obtained 45% better results with the grouping and filtering approach. Yu et al. [199] compared
the predictive capability of two online failure prediction approaches: period-based (input are
n consecutive intervals of log messages) and event-driven (input are n events). The recorded log
data included the identifier, the message, the affected component, the error code and severity,
and a timestamp. Using a Bayesian-based predictor, they tested the two approaches on data
from a high performance computing (HPC) setup, and they concluded that the period-based
approach was more suitable for long-term predictions (hours up to days), whereas the results of
the event-based approach indicated short-term predictability (minutes). The goal in [43] was
to predict system node failures with short lead times (minutes), again in an HPC environment.
The authors used unmodified log files to train a long short-term memory (LSTM) neural
network, which yielded promising results. Astekin et al. [7] presented a log-based framework for
unsupervised anomaly detection. The log data (timestamp, thread identifier, severity, message,
etc.) is first transformed into a set of selected features, which are then normalized and put
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into an unsupervised machine learning model, which acts as the anomaly detector. The last
step does not require any preceding training, as the normal system behavior is automatically
extracted based on the dominant components in the data (can “explain” the majority of the
data), where outliers can then be considered as anomalous. In the study, the authors opted
for principal component analysis (PCA) as the anomaly detector, and when applied to the
manually labeled dataset introduced in [195], they obtained good results with precision and
recall of about 97.6% and 66.5%, respectively.

4.8.5 Monitoring-Data-based Approaches

Similar to our setup, the approaches listed here operate on monitoring data to predict or
detect different kinds of data in software systems. However, it must be noted that despite
the similarity in the utilized data (monitoring metrics), the tasks and, more importantly, the
events of interest are often significantly different, which emphasizes that the results can be
very dependent on the concrete application domain. Williams et al. [190] developed a tool
called Tiresias, a combination of a threshold-based anomaly detection and failure prediction
heuristics. As data, the authors used low-level performance metrics such as CPU usage, free
memory, context switches or sent packets over networks, which are collected at every node of
the system. Before failures can be predicted, their approach requires fault-free runs of the
system under test in order to model the normal behavior. In the evaluation, a system with
three nodes was tested with manually injected failures (e.g., memory leaks or packet losses),
which Tiresias was able to identify with false positive rates (FPR) as low as 2.5%. In [4], the
authors inspected program crash faults. They introduced forced crashes by thread exhaustion
(increasing the number of threads) and memory exhaustion (allocating more memory), and
then extracted feature vectors from a set of metrics such as CPU workload, response time,
disk usage or number of threads. Various machine learning techniques were applied to identify
the system state (green = OK, orange = 10min before crash, red = 5min before crash) of a
fixed test system with three servers. Bodik et al. [20] used performance metrics of servers
of a data center for performance crisis identification. Several metrics (e.g., CPU load) are
collected in epochs of x minutes, which are then summarized via quantiles and classified
as cold, normal or hot based on a comparison to past, normal data. The results are then
called fingerprints, optionally with reduced metrics due to a feature selection process. To
identify performance crises, multiple fingerprints are grouped and then checked for their cold,
normal or hot status. The authors evaluated their approach on four months of metric data
exported from a production system, where the performance crises were manually labeled by
a human operator. They tested different versions (e.g., all metrics vs. selected metrics) and
reported good results. As already mentioned earlier, Hora [135] is an architecture-aware online
failure prediction system. Metrics such as CPU or memory utilization are collected at the
level of components, which are then used to incorporate component-based failure probabilities
alongside a failure propagation path through the system. Sharma et al. [164] presented
CloudPD to detect performance problems and faults in cloud environments. They collected
various virtual machine and host metrics (e.g., page faults, context switches, latency, CPU
and memory utilization or cache misses) and automatically created events based on models
for normal behavior, where such events may indicate the presence of a problem or anomaly.
Their problem determination engine in conjunction with their problem diagnosis engine can
then be used to identify and classify anomalies. In [207], the authors described an approach
on detecting performance anomalies at the task level in a black-box manner. Historic data
is used to model the normal operating behavior patterns via unsupervised machine learning.
As data, they used fine-grained thread-level metrics such as the command line parameters
of applications, process identifiers, CPU time information, IO and network information, and
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the CPU consumption of the thread. In the online detection phase, new data is then checked
against these normal patterns and anomalies are reported in case of deviations, which can
then be exactly pinpointed due to the fine resolution up to the individual task level. The
authors manually introduced known anomalies (e.g., high CPU or memory consumption at
specific points in time) in a two-server setup and reported high precision and recall rates. Tan
et al. [175] used host performance metrics such as CPU and memory utilization for an adaptive
online anomaly prediction system called ALERT. Depending on the platform, ALERT collects
data from between 20 and 66 different metrics, which are the main driver of the anomaly
detector. This detector labels the data as normal, anomaly and alert using decision trees
as supervised learning models, and afterwards, clusters of common execution contexts are
created and trained individually. 250 IBM servers were used in the evaluation, where the
authors manually injected faults (e.g., memory leaks or infinite loops). ALERT yielded better
prediction results than three other models they trained for comparison purposes. In [128],
Ozcelik and Yilmaz presented work on how predictions can be improved when viewing the
system under test as a white box (rather than a black box) by recording additional data
with hardware counters and a minimal amount of software instrumentation. Lan et al. [99]
introduced an unsupervised approach for automatically detecting system anomalies. First,
data transformation is applied to handle large and inhomogeneous data (e.g., CPU, memory,
IO or network metrics) from different sources. Afterwards, the feature extraction techniques
principal component analysis (PCA) and independent component analysis are used to reduce
the dimensionality, the results of which are then the input for an unsupervised model that
extracts the normal behavior and can thus detect outliers via deviations. In the evaluation, the
authors manually injected system faults that their approach could successfully identify in many
cases. Dean et al. [47] also used unsupervised learning in conjunction with performance metrics
(e.g., CPU, memory, disk and network metrics) to predict anomalies. Their unsupervised
models of choice were Self Organizing Maps (SOM), which map high dimensional input (the
metrics feature vector) into a low dimensional space. While no labels are necessary, the
approach requires a training phase with data from a normal, fault-free system execution to
properly initialize the SOM. The authors evaluated their implementation on various real-world
distributed systems and achieved a TPR of up to 98% as well as an FPR of 1.7% with a lead
time of up to 47 seconds.

4.8.6 Reliability Prediction

There also exists the area of reliability prediction regarding both hardware and software,
which deals with (potentially) long-term predictions by utilizing previous, historic failures
themselves rather than log or monitoring data. It would be interesting to see whether such
approaches could also work in our multi-system environment. Fu and Xu [59] predicted
the time-between-failure (TBF) by using information of temporal and spatial correlation of
previous failures in an HPC environment. The correlation data and failure data, which is
called the failure signature, are then the input for an (arbitrary) prediction algorithm. In [31],
the goal was to predict the TBF of cars with the help of a support vector machine. Time
series data of turbo chargers were additionally used in combination with the miles-to-failure
of the engines of cars. Staying in the vehicular transportation domain, Fink et al. [55] used
neural networks on 3.5 years’ worth of railway turnout degradation data to make long-term
predictions up to 6.5 months. The work in [5] presents details on how the TBF can be forecast
using autoregressive integrated moving average (ARIMA) models. They predicted the TBF
of 16 real-world software systems. Jaiswal and Malhotra [85] used various machine learning
techniques such as neural networks and support vector machines to predict both cumulative
failures as well as the TBF of five real-world datasets. Begum and Dohi [13] also investigated
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the prediction of the cumulative number of failures in the early stages of software testing.
They trained neural networks to predict failures up to 20 days. A comparison of the long-term
predictive capabilities between software reliability (growth) models and data-driven models,
i.e., machine-learning-based models, was presented in [130]. They evaluated the models on
eight different datasets, which were later also tested with improved data-driven models [106,
107].

4.9 Outlook

There are various open issues and challenges we could tackle in future work. For example,
we could test many more configurations using our own approach. While the results from
our evaluation were underwhelming, different configuration settings and different machine
learning models (including hyperparameter tuning) could still offer more detailed insights.
However, the most obvious task would be to apply different approaches in the multi-system
event prediction/detection setting. As mentioned earlier, anomaly detection techniques [99,
47, 101, 207] could be a promising start. Moreover, service slowdowns are not the only events
our industry partner collects. Multiple other event types exist, so it would be interesting
to investigate how well all those other events can be predicted or detected. We could then
also gather more data, both in the sense of longer system observation periods (to address the
significant class imbalance and obtain a higher absolute number of events) as well as more
time series metrics (currently limited to host, disk and network metrics).

Given the results from our evaluation and considering the possibility that the data might
not contain enough information to explain and thus predict service slowdowns, we decided
to not pursue the event prediction any further. Instead, we thought about how we could
minimize or perhaps avoid this uncertainty altogether, and we concluded that utilizing just
the time series themselves without the events would be the ideal next step in analyzing our
multi-system setting. Dropping the events and solely focusing on the time series data also has
the additional benefit of drastically reducing the overall complexity, as we do no longer need
to take the system topologies with all component connections into account. Nonetheless, we
can still investigate many aspects of our multi-system environment, since time series analysis
is a powerful tool on its own. For instance, clustering multi-system time series could reveal
interesting patterns, commonalities and general insights, which is why we decided to focus on
this topic in the last part of our project.
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Chapter 5

Time Series Clustering

In the final chapter, we introduce an approach on how to cluster multi-system time series
data with the goal to reveal interesting patterns, insights and commonalities across multiple
systems. We start by proposing time series characteristics, i.e., features that can be extracted
from time series, which are then used as input for various unsupervised machine learning
models to cluster the data. Most parts of this chapter are described in [158] and in [152].

5.1 Motivation

Time series are ubiquitous, especially monitoring data in software systems, which continuously
collect data to analyze the system state and behavior. As a consequence, the amount of data
becomes increasingly larger, so automated analyses and tools are required. However, extracting
information from time series is a challenging task, not only because of the huge data quantities
but also because methods often only work within a certain domain or are tailored to specific
systems. Researchers have thus developed a variety of approaches that range from utilizing
features calculated from raw time series to reduce their dimensionality [187, 64, 3, 36, 110]
and their application in numerous domains [191, 82, 101, 62, 113], up to analyzing monitoring
data from real-world software systems [29] and proposing automated machine learning [75] for
classification and regression problems. However, applying clustering algorithms on monitoring
data to extract clusters/groups of similar time series is still an open challenge in research,
especially when the data originates from multiple, different and independent software systems.
We could then develop cluster-specific tools that could be applied in all the systems that are
part of these clusters.

We thus propose an automated time series clustering approach that uses infrastructure
monitoring data from a multi-system environment. The main objective is to find and extract
clusters within the entire time series of a particular monitoring metric, such as all time series
of the available memory or the CPU utilization, where entire means that we inspect the time
series as a whole (in contrast to partial observation windows as we did in the event prediction
chapter). Clustering multi-system data can be a useful technique to identify common patterns
(e.g., spikes, periodicity/seasonality or fluctuations) and to gain general insights, which can, in
turn, be used for further processing, most prominently, for building cluster-specific models and
tools. There are two major benefits. First, there is no longer the need to develop tools for each
system individually. If n systems have some characteristics in common that form the basis for
those tools, then only a single cross-system tool needs to be created instead of n tools. The
second benefit is the fact that we can use data from multiple systems to create a powerful,
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“global” model.1 For example, one possible application could be a sophisticated, aggregated
forecasting model utilizing time series from multiple systems, where various internal models
are used to best fit a certain time series kind, i.e., one internal forecasting model for each
identified common cross-system pattern [9]. Such a model could then be even further improved
by incorporating automatic method recommendation [11].

Our approach is based on time series features, i.e., we first calculate a set of characteristics/
features from the (entire) raw time series data, which are then used for further processing.
This means that we represent each entire time series with a set of features. For example, given
a time series of length l (l data points), we calculate certain features such as the minimum,
maximum and average, which results in a feature-based time series representation. Here, the
l data points are represented with three features as visualized in Figure 5.1. This feature
calculation is done for all n time series of our dataset. To this end, we collected a variety
of characteristics from literature, but we extend them by providing a human-interpretable
grouping into feature sets that cover distributional, temporal and complexity properties, and
statistical tests of time series. Given labeled datasets, i.e., time series with the known, true
cluster assignments (represented by the labels), we use these features set to first determine
their importance to potentially filter out any non-essential feature sets. The importance is
a measure of how useful and expressive a certain feature is when trying to identify the true
clusters, and our approach relies on the built-in feature importance of the random forest
classifier [24] (cf. Section 2.4.3.4 on p. 20). If we have several different feature sets, we check
how important all individual features are. Using the example from above, it could be that
the three features minimum, maximum and average are less important compared to all the
other features of the different feature sets, so we might drop this particular feature set and
not use it for further processing, thereby reducing our number of feature sets and thus the
number of experiments we have to conduct later (beneficial in terms of computational costs).
After this filtering step, we create so-called methods, which are triplets of the feature set,
optional post-processing of the features, and the clustering model. The labeled datasets are
then used once again for determining the clustering performance of all created methods, i.e.,
for each method, we calculate an external evaluation metric (e.g., adjusted Rand index) using
the true cluster assignments from the labeled data and the cluster assignments predicted by
this method. This yields a ranking of the methods best suited for clustering the provided
data. Finally, we can choose one of the top-performing methods for clustering unlabeled data,
e.g., to find patterns within our multi-system infrastructure monitoring time series. We then
extend our approach by a run-time cost model that allows users to select the best clustering
methods while also taking their run-time costs into consideration. This is a useful addition
since simply always selecting the top method (which could potentially be the most expensive
one in terms of run time) might not be the best choice in an industrial, real-world scenario,
where computations are often outsourced to cloud-computing infrastructures, thereby incurring
additional monetary costs. In the evaluation, we utilize the publicly available UCR time series
archive [45, 44] as well as two real-world multi-system infrastructure monitoring datasets from
our industry partner.

5.2 Data Requirements and Assumptions

Just as it was the case in the two previous chapters, our approach can be applied to all kinds
of datasets as long as certain requirements are fulfilled, although they are much less restrictive
in comparison, since we no longer need topologies or events. In fact, our approach is not

1This idea is analogous to our multi-system event prediction models introduced in Chapter 4, where we
used data from multiple systems in the training phase.



Time Series Characteristics 135

t

Feature Set (3 Features)

Minimum Maximum Average

0.9 2.1 1.6

Raw Time Series Feature-based Representation

Figure 5.1: Example calculating a set of three features (minimum, maximum, average) of
the (entire) raw time series data to create a feature-based representation.

limited to the software or hardware domain but can in principle be applied everywhere, as we
only require time series. However, there are still some assumptions. While time series can
have different lengths, they should be evenly spaced (cf. Section 2.3.4 on p. 11) because some
features we calculate rely on this property. Of course, if users provide their own features that
are independent of the spacing, any type of time series may be used, so this is optional. A
hard requirement is that labeled data must be available in addition to the unlabeled data that
should ultimately be clustered. In order for the approach to yield the best results, both the
labeled as well as unlabeled data should come from the same domain, ideally, where the labeled
data has the same labels that should be retrieved from the unlabeled data (e.g., via manual
labeling or historic data). Often, such labeled data is not available in real-world scenarios or
expensive to get, so we provide two alternatives. In the first alternative, we assume that there
are different time series “sources” that are still from the same domain. A source determines
how its time series are shaped and which properties and characteristics they have, and different
sources should be sufficiently diverging. All sources can yield unlabeled time series since the
labels are automatically determined by simply assigning the respective source as label, i.e., all
time series of source A are assigned the label A, all time series of source B are assigned the
label B, etc. For example, in the area of infrastructure monitoring, two such sources could
be the CPU utilization metric and the metric measuring the free disk space, and all time
series of the CPU metric (first source) would be assigned the label CPU and all time series
of the disk metric (second source) would be assigned the label disk. The example shown in
Figure 5.2 illustrates this automatic label assignment. In the second alternative, no additional
data needs to be provided at all, and solely publicly available labeled data such as the UCR
time series archive is used instead. We discuss all the advantages and drawbacks in Section 5.6
and Section 5.7, where we also go into detail regarding the labeled data requirement.

5.3 Time Series Characteristics

Our approach operates on feature-based time series, so we carefully created our own time
series characteristics (TSC) collection. As shown in Figure 5.1, features are used instead of
the raw data points to represent the (entire) time series, and a feature can be any function
that takes the raw data as input and yields a feature value as output (e.g., very simple
features could be the minimum, maximum or average, and more complex features could be
autocorrelation or statistical tests). In our careful selection of features, we focused on avoiding
excessive complexity (e.g., features that require entire models to be trained), on keeping
run-time costs manageable, and on choosing a representative and diverse subset of features
that capture different time series properties. We collected several features/characteristics
used throughout the literature [187, 64, 114, 82, 36, 35, 8] and dropped redundant, highly
complex and computationally expensive ones, e.g., coefficients of an ARIMA model [81], sample
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Figure 5.2: Example of the automatic label assignment based on two unlabeled time series
sources: the metric CPU and the metric disk. All time series of a source/metric are assigned
the corresponding metric name as label, which results in the labeled dataset.

entropy [144] or Teräsvirta et al.’s neural network linearity test [178]. We then grouped the
remaining features based on which properties of the time series they represent, i.e., the “domain”
of the features. Table 5.1 lists the final selection of 43 base features, assigned to the following
four main groups, including more detailed subgroups:2

• Distributional features independent of the temporal structure of the data, i.e., viewing
the time series as a set of unrelated values, e.g., various global statistics (cf. Table 5.1a).

• Temporal features representing the temporal structure and dependency of the data, e.g.,
periodicity, correlation or trends (cf. Table 5.1b).

• Complexity features measuring the “randomness” of a time series (can be time-dependent
as well), e.g., entropy, flats or peaks (cf. Table 5.1c).

• Test features based on statistical tests for time series, e.g., unit root or stationarity tests
(cf. Table 5.1d).

Besides improving understandability, these groups allow us to investigate certain aspects of a
time series. For instance, an engineer only interested in time-independent characteristics could
simply use the distributional feature set.

Some features are parameterizable, for example, the features of the distributional dispersion
blockwise subgroup have a block size parameter b, where a time series is first separated into
multiple consecutive, non-overlapping blocks of size b. Another example is the lags parameter l
of the autocorrelation feature that specifies with how many lags l the correlation should be

2Our implementation of the selected time series characteristics is publicly available at https://github.
com/cdl-mevss-m3/Time-Series-Characteristics.

https://github.com/cdl-mevss-m3/Time-Series-Characteristics
https://github.com/cdl-mevss-m3/Time-Series-Characteristics
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S
u
b
gr

ou
p

Feature Description

D
is
p

kurtosis Measure of tailedness.
skewness Measure of asymmetry.
shift [210] Mean minus the median of those values that are smaller

than the mean.

D
is
pB lumpiness [82] Variance of the variances of blocks.

stability [82] Variance of the means of blocks.

D
up

lic
at
es

normalized_duplicates_max Number of duplicates that have the maximum value of the
data.

normalized_duplicates_min Number of duplicates that have the minimum value of the
data.

percentage_of_reoccurring_datapoints Number of unique duplicates compared to the number of
unique values.

percentage_of_reoccurring_values Number of duplicates compared to the length of the data.
percentage_of_unique_values Number of unique values compared to the length of the data.

D
is
tr
ib
ut
io
n

quantile Threshold below which x% of the ordered values of the data
are, giving a hint on the distribution.

ratio_beyond_r_sigma Ratio of values that are more than a factor r · σ away from
the mean.

ratio_large_standard_deviation Ratio between the standard deviation and the (max−min)
range of the data (based on the “range rule of thumb” [139]).

(a) Distributional features distributed among four subgroups: dispersion (Disp), dispersion blockwise
(DispB), duplicates and distribution.

S
u
b
gr

ou
p

Feature Description

D
is
p mean_abs_change Average absolute difference of two consecutive values.

mean_second_derivative_central Measure of the rate of change.

D
is
pB level_shift [82] Maximum difference in mean between consecutive blocks.

variance_change [82] Maximum difference in variance between consecutive blocks.

Si
m

hurst [79] Measure of long-term memory of a time series, related to
auto-correlation.

autocorrelation Correlation of a signal with a lagged version of itself.

Fr
eq

periodicity Power (intensity) of specified frequencies in the signal (based
on the periodogram [162]).

agg_periodogram Results of user-defined aggregation functions (e.g., fivenum)
calculated on the periodogram [162].

L
in
ea
ri
ty

linear_trend_slope Measure of linearity: slope.
linear_trend_rvalue2 Measure of linearity: r2 (coefficient of determination).
agg_linear_trend_slope Variance-aggregated slopes of blocks.
agg_linear_trend_rvalue2 Mean-aggregated r2 of blocks.
c3 [159] Measure of non-linearity (originally from the physics

domain).
time_reversal_asymmetry_statistic [160] Asymmetry of the time series if reversed, which can be a

measure of non-linearity.

(b) Temporal features distributed among five subgroups: dispersion (Disp), dispersion blockwise
(DispB), similarity (Sim), frequency (Freq) and linearity.
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S
u
b
gr

ou
p

Feature Description

E
nt
ro
py

binned_entropy Fast entropy estimation based on equidistant bins.
kullback_leibler_score (KL score) [82] Maximum difference of KL divergences between consecutive

blocks, where the KL divergence is a measure of how two
probability distributions differ [96].

index_of_kullback_leibler_score [82] Relative location where the maximum KL score was found.

C
om

p

cid_ce [10] Measure of complexity invariance.
permutation_analysis (custom) Measure of complexity through permutation. Details for this

custom feature are provided in the appendix in Section D.1.
swinging_door_compression_rate [25] Compression ratio of the signal under a given error

tolerance ε.

F
la
tn
es
s

normalized_crossing_points Number of times a time series crosses the mean line (based
on fickleness [114]).

normalized_above_mean Number of values that are higher than the mean.
normalized_below_mean Number of values that are lower than the mean.
normalized_longest_strike_above_mean Relative length of the longest series of consecutive values

above the mean.
normalized_longest_strike_below_mean Relative length of the longest series of consecutive values

below the mean.
flat_spots [82] Maximum run-length of values when divided into

quantile-based bins.

P
ea
ks

normalized_number_peaks Number of peaks, where a peak of support n is defined as a
value which is bigger than its n left and n right neighbors.

step_changes [103] Number of times the time series significantly shifts its value
range.

(c) Complexity features distributed among four subgroups: entropy, complexity miscellaneous (Comp),
flatness and peaks.

S
u
b
gr

ou
p

Feature Description

-
adf [51] Augmented Dickey-Fuller (ADF) test for unit root presence.
kpss [97] Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test for

stationarity.

(d) Statistical test features without any further subgroups.

Table 5.1: Features of our time series characteristics (TSC), distributed among four main
groups and 13 subgroups. Features without an explicit reference all refer to [36, 35].
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Group Subgroup #BF #PF

Distributional

Dispersion 3 3
Dispersion blockwise 2 10
Duplicates 5 5
Distribution 3 16

Temporal

Dispersion 2 2
Dispersion blockwise 2 10
Similarity 2 17
Frequency 2 17
Linearity 6 44

Complexity

Entropy 3 13
Complexity miscellaneous 3 5
Flatness 6 15
Peaks 2 8

Statistical Tests - 2 2

Table 5.2: Time series characteristics (TSC): number of base features #BF (43 in total) and
number of parameterized features #PF (167 in total with the default parameterization) per
(sub)group.

calculated. Other examples include parameters for thresholds (e.g., parameter r of the ratio_-
beyond_r_sigma feature) or functions (e.g., minimum, maximum and average when calculating
aggregated periodogram statistics with feature agg_periodogram). Parameterizable features
yield results for each parameter value, increasing the total number of features. Given the
43 base features, our default parameterization yields 167 individual feature values, which is
presented in more detail in Table 5.2.

To ensure comparability with other features and to enable easier interpretation, we nor-
malized the selected features. Moreover, the normalization supports clustering, since many
unsupervised models rely on distance measures which are affected by scale (cf. Section 2.4.4
on p. 21), i.e., high-value features would dominate the distance calculation. Some features are
inherently normalized (e.g., all percentages), while others can be normalized by calculating their
theoretical minimum and maximum (e.g., binned_entropy with min = 0 and max = log b,
where b is the number of bins). In a few cases, the normalization can only be done under
the assumption that the data is standardized (zero mean, unit variance), so all time series
are standardized by default beforehand. However, some features are theoretically unbounded
(e.g., skewness or shift) and thus need to be handled differently. We address this problem
with a 2-pass approach, first determining the sample minima and maxima of the dataset of
interest, and then robustly scaling the corresponding features with the 5% percentile as lower
bound and the 95% percentile as upper bound. This ensures that 90% of the data is within
the interval [0, 1] without outliers distorting the results.

5.4 Approach

Our approach can be split into multiple, partially optional stages, where an overview is presented
in Figure 5.3. As mentioned when discussing the data requirements in Section 5.2, we need
both labeled data for choosing the right method and unlabeled data on which we then perform
the actual clustering. A method is a triplet consisting of an unsupervised clustering model, a
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feature set and potential options how to post-process the feature set. Starting with a collection
of features, we first create various feature sets F = {F1, F2, . . . , Ff} that we want to investigate,
where each set Fi consists of selected features. For example, the TSC groups and subgroups
introduced in the previous section could be such feature sets. Next, we optionally determine
their feature importance using the labeled data in conjunction with a random forest classifier,
where we leverage the random forest’s built-in feature importance (cf. Section 2.4.3.4 on p. 20).
We drop the ones that are irrelevant, yielding filtered feature sets F ′ = {F ′1, F ′2, . . . , F ′f ′}.3
These sets can then optionally be post-processed with so-called variants (examples for variants
are normalizing the features of a set, scaling them to a certain value range or dropping
correlated features). If so, we combine the feature sets with all variants V = {V1, V2, . . . , Vv},
i.e., we create the cross product of F ′×V = {(F ′j , Vk) | j ∈ [1, f ′], k ∈ [1, v]}. To complete our
method triplets, we then combine the results with all unsupervised clustering models M =
{M1,M2, . . . ,Mm} that the users want to run on their data. Again, we create the cross product
of M × F ′ × V = {(Mi, F

′
j , Vk) | i ∈ [1,m], j ∈ [1, f ′], k ∈ [1, v]}, which is the set of method

candidates.4 Utilizing the labeled data once more, we check for every method (Mi, F
′
j , Vk)

how well it performs, i.e., how close the predicted cluster assignments are to the true cluster
assignments that are given by the labels. We can then rank all methods and present the results
to the users, who can choose one of the top-performing methods for clustering the unlabeled
data.

In Figure 5.4, we provide a small example of the all the steps necessary to create the set
of candidate methods. Assume that we have six features f1 to f6 and that we create three
(non-overlapping) feature sets F1 = {f1, f2}, F2 = {f3, f4} and F3 = {f5, f6} that use these
six features. The features could be any valid function that takes the raw time series data
as input and produces some output (the feature value). For instance, feature set F2 could
be {f3, f4} = {minimum,median}, i.e., feature f3 calculates the minimum of the input time
series and feature f4 the median (cf. Figure 5.1). Using the labeled data (five time series), we
calculate the three feature sets and determine their importance utilizing the built-in feature
importance of a random forest classifier (cf. Section 2.4.3.4 on p. 20) to rank the three feature
sets and potentially drop irrelevant/non-important ones (details are presented in Section 5.4.1).
Assume that feature set F1 turned out to be not important, so we drop this set, which results
in the filtered feature sets F ′ = {F2, F3}. We then combine these filtered feature sets with our
two variants V1 (e.g., clipping the features of a set to the range [0, 1]) and V2 (e.g., normalizing
the features of a set). Finally, we also combine our two modelsM1 (e.g., k-means) andM2 (e.g.,
agglomerative hierarchical clustering), which ultimately results in eight candidate methods.

We continue this example by showing the ranking procedure in Figure 5.5. Given the eight
candidate methods, we compare each method with all other methods to see if it performed
equal, similarly, worse or better. Here, the performance is some external evaluation metric
(e.g., adjusted Rand index), which we use to compare the predicted cluster assignments to the
actual, true cluster assignments (details are presented in Section 5.4.3). In the example, a
comparison of the methods (M1, F2, V1) and (M2, F2, V1) is demonstrated. From the labeled
data, we know the true cluster assignments of the five samples/time series. The next step
is to cluster the data (no labels are required) first with method (M1, F2, V1) and then with
method (M2, F2, V1), which both yield the predicted cluster assignments. Since we now have
the predicted as well as the true clustering results, we can use any external evaluation metric
to calculate a score. Here, we use the adjusted Rand index (ARI), which yields 1.0 for the
first method and 0.167 for the second method. Clearly, method (M1, F2, V1) performed better
(higher ARI) than method (M2, F2, V1), which we enter in our so-called diff-matrix that

3If we skip the feature importance and filtering step, F ′ = F .
4If we skip the post-processing, there are no variants, and the method triplets thus become tuples M × F ′.



Approach 141

F
e
a
tu

re
s

F
2

F
f…

F
2

Im
p

o
rt

a
n
c
e

F
f

Im
p

o
rt

a
n
c
e

…

F
1

F
1

Im
p

o
rt

a
n
c
e

Feature Set Importance

F
2

F
f…

F
2
|
V
1

F
2
|
V
2

F
2
|
V
v

F
f
|
V
1

F
f
|
V
2

F
f
|
V
v

V:Variant Combination
V

a
ri

a
n
ts

M
1
|
F
2
|
V
1

M
2
|
F
2
|
V
1

M
m
|
F
2
|
V
1

M
1
|
F
f
|
V
v

M
2
|
F
f
|
V
v

M
m
|
F
f
|
V
v

M
e
th

o
d

s

U
n
la

b
e
le

d
D

a
ta Clustering

R
e
s
u
lt

s

Feature Set Selection

M
o
d

e
ls

……

L
a
b

e
le

d
 

D
a
ta

… …

…

…

M:Model Combination

F:Feature Set Creation

Method Ranking

M
i
|
F
j
|
V
k

D
ro

p

S
e
le

c
te

d
 M

e
th

o
d

S
e
c
ti

o
n

5
.4

S
e
c
ti

o
n

5
.4

.1
S

e
c
ti

o
n

5
.4

.2
S

e
c
ti

o
n

5
.4

.3
S

e
c
ti

o
n

5
.4

.4

F
ig
u
re

5.
3:

O
ve
rv
ie
w

of
th
e
cl
us
te
ri
ng

ap
pr
oa
ch
.
T
he

ye
llo

w
an

no
ta
ti
on

s
re
fe
r
to

th
e
se
ct
io
ns

de
ta
ili
ng

th
e
co
rr
es
po

nd
in
g
st
ep
s.

T
he

m
et
ho

ds
(M

i,
F
j
,V

k
)
ar
e
di
sp
la
ye
d
as

M i
|F

j|
V k

fo
r
op

ti
m
iz
ed

re
ad

ab
ili
ty
.



142 Time Series Clustering

F
e
a
tu

re
 S

e
t F

1

f
1

f
2

L
a
b

e
l

0
.1

1
.3

A

1
.2

1
.8

A

0
.0

0
.1

B

1
.0

3
.4

B

7
.4

9
.5

B

t tt tt

T
im

e
 S

e
rie

s

AABBB

L
a
b

e
ls

F
e
a
tu

re
 S

e
t F

2

f
3

f
4

L
a
b

e
l

2
.2

2
.3

A

9
.8

5
.2

A

4
.6

6
.3

B

3
.0

3
.0

B

3
.0

3
.1

B

F
e
a
tu

re
 S

e
t F

3

f
5

f
6

L
a
b

e
l

5
.1

4
.9

A

1
.1

0
.9

A

0
.8

1
.4

B

7
.1

6
.7

B

4
.5

0
.0

B

F
e
a
tu

re
 S

e
t Im

p
o
rta

n
c
e

(R
a
n
d

o
m

 F
o
re

s
t B

u
ilt-in

 
F
e
a
tu

re
 Im

p
o
rta

n
c
e
)

F
e
a
tu

re
 S

e
t C

a
lc

u
la

tio
n

F
2

F
3

F
1

F
e
a
tu

re
-Im

p
o
rta

n
c
e
-R

a
n
k
s
 B

o
x
 P

lo
t

D
ro

p
 F

1

F
e
a
tu

re
 S

e
t S

e
le

c
tio

n

6
 F

e
a
tu

re
s
:

f
1 , f

2 , f
3 , f

4 , f
5 , f

6

F
e
a
tu

re
 S

e
t F

1
=

{
f
1 , f

2 }

F
e
a
tu

re
 S

e
t F

2
=

{
f
3 , f

4 }

F
e
a
tu

re
 S

e
t F

3
=

{
f
5 , f

6 }

F
e
a
tu

re
 S

e
t C

re
a
tio

n

L
a
b

e
le

d
 D

a
ta

F
e
a
tu

re
 S

e
t F

2
=

{
f
3 , f

4 }

F
e
a
tu

re
 S

e
t F

3
=

{
f
5 , f

6 }

E
x
a
m

p
le

: f
3

=
 m

in
im

u
m

2
 V

a
ria

n
ts

:
V

1 , V
2

E
x
a
m

p
le

: V
1

=
c
lip

 to
 [0

, 1
]

V
a
ria

n
t C

o
m

b
in

a
tio

n

F
2 |
V
1

F
2 |
V
2

F
3 |
V
1

F
3 |
V
2

2
 M

o
d

e
ls

:
M

1 , M
2

E
x
a
m

p
le

: M
1

=
k
-m

e
a
n
s

M
o
d

e
l C

o
m

b
in

a
tio

n

M
1 |
F
2 |
V
1

M
1 |
F
2 |
V
2

M
2 |
F
2 |
V
1

M
2 |
F
2 |
V
2

M
1 |
F
3 |
V
1

M
1 |
F
3 |
V
2

M
2 |
F
3 |
V
1

M
2 |
F
3 |
V
2

4
x
 F

e
a
tu

re
 S

e
ts

 +
 V

a
ria

n
ts

8
x
 M

o
d

e
ls

 +
 F

e
a
tu

re
 S

e
ts

 +
 V

a
ria

n
ts

 =
8

 C
a
n

d
id

a
te

 M
e
th

o
d

s

E
x
a
m

p
le

: M
1 |
F
2 |
V
1

=
 k

-m
e
a
n
s
 +

 {
m

in
im

u
m

, m
e
d

ia
n
}

 +
 c

lip
 to

 [0
, 1

]

2
 F

e
a
tu

re
    S

e
ts

F
igu

re
5.4:

E
xam

ple
ofcreating

the
set

of
candidate

m
ethods

w
ith

six
features,three

feature
sets

(tw
o
after

filtering
based

on
their

im
portance),

tw
o
variants

and
tw

o
m
odels,using

a
labeled

datasets
w
ith

five
tim

e
series.



Approach 143

contains all these method comparisons (again, details are presented in Section 5.4.3).5 We can
sort this diff-matrix according to the “best” methods, which is user-specifiable and could, for
instance, be those methods that performed better than the other methods most of the time.
In the example, we can see that after sorting according to this criterion, the top-performing
method is (M1, F2, V1), followed by the next best method (M1, F3, V2), etc. Users can now
select one of these top-performing methods and use it for clustering the unlabeled data.

5.4.1 Determining Feature Set Importance

Using the labeled data, the first step is to investigate the importance of each feature set in
F by analyzing the built-in feature importance after training a random forest classifier (cf.
Section 2.4.3.4 on p. 20) on all individual features from these feature sets. For example, if we
have three feature sets F1 = {f1, f2, f3}, F2 = {f4, f5, f6} and F3 = {f7, f8, f9}, we obtain a
total of nine individual features (f1 to f9) that are then used to train a random forest model.

Once such a random forest is trained, we map its built-in feature importance results to
scale-independent ranks, where rank 1 is the most important feature and the maximum rank is
the least important one, i.e., lower ranks are better. In the above example, a possible feature
importance ordering/ranking (cf. Section 2.4.3.4 on p. 20) of the nine features could be f2 →
f1 → f4 → f3 → f7 → f9 → f8 → f5 → f6 (from most important to least important), and the
corresponding ranks would then be f2 : 1, f1 : 2, f4 : 3, f3 : 4, f7 : 5, f9 : 6, f8 : 7, f5 : 8, f6 : 9
(sorted according to the ranks), or alternatively, f1 : 2, f2 : 1, f3 : 4, f4 : 3, f5 : 8, f6 : 9, f7 :
5, f8 : 7, f9 : 6 (sorted according to the features). We can then collect the feature importance
results of each feature set by combining the ranks of the corresponding features again. For
feature set F1 = {f1, f2, f3}, we obtain the ranks {2, 1, 4}, for F2 = {f4, f5, f6}, we get the
ranks {3, 8, 9} and for F3 = {f7, f8, f9}, the ranks are {5, 7, 6}.

A random forest can be started with different random seeds, which might yield different
results. Therefore, we repeat the training n times (ten runs) with varying seeds to take the
dispersion into account, which thus yields n ranks for each feature. Figure 5.6 shows all the
necessary steps using the example from above. The resulting n-ranks can then be visualized
with box plots, which allow us to easily inspect the performance of the feature sets and help
us in deciding whether to potentially drop some irrelevant sets (resulting in the filtered feature
sets F ′). In the example, assume that the training is repeated ten times, so each feature is
ranked ten times. The individual features are put back into their corresponding feature sets,
which means that F1, F2 and F3 then each consists of 3 · 10 = 30 rank results (three features,
each with ten rank results, cf. Figure 5.6) that can be plotted in a feature-importance-ranks
box plot as shown in Figure 5.7. In the example, feature set F1 appears to be the most
important one, since it has the lowest (i.e., best) ranks on average. On the other hand, feature
set F2 seems to be significantly less important, since it has the highest (i.e., worst) ranks on
average. In this case, we might consider to drop this feature set and exclude it from further
processing, or more formally, F ′ = {F1, F3} ⊂ F . This step is entirely optional and can be
skipped, in which case F ′ = F .

5.4.2 Post-Processing Feature Sets

In some cases, it might be necessary to post-process some of the feature sets, e.g., if they need
to be scaled or otherwise transformed. We accomplish this by so-called variants that define how

5The diff-matrix is actually composed of multiple ARI comparisons based on the clustering results of
multiple subsets of the original, labeled data. For the sake of this simple example, this step was intentionally
skipped in Figure 5.5.
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Figure 5.5: Example of the method ranking process. given the eight candidate methods and
five labeled time series from the example in Figure 5.4.
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Figure 5.6: Example of the different steps to obtain the feature importance ranks for three
feature sets F1 = {f1, f2, f3}, F2 = {f4, f5, f6} and F3 = {f7, f8, f9} with a total of nine
individual features. The training of the random forest is repeated ten times (ten runs), thus
resulting in ten ranks per feature at the very end.



146 Time Series Clustering

1 2 3 4 5 6 7 8 9

F1
F2
F3

Figure 5.7: Example of a feature-importance-ranks box plot with three feature sets. The
ranks range from 1 to 90, so these sets have a combined total of 90 individual features.

to post-process a set of features. For example, variants could be normalizing all the features
of a feature set, scaling the feature values to a certain range, dropping correlated features
or even combinations thereof (e.g, first scaling the features and then dropping correlated
ones afterwards). Our approach allows us to define arbitrary variants V , which can even
vary between different feature sets if some of them require specific post-processing. A variant
V ∈ V contains at least one post-processing option (e.g., scaling), but of course, multiple
(consecutive) options are possible (e.g., scaling with dropping afterwards). This step is entirely
optional and can be skipped.

5.4.3 Clustering Labeled Data

Now that we have the feature sets F ′ and their variants V , the last part to complete our method
triplets is the addition of the clustering models M , which yields the set of candidate methods
C = M ×F ′ ×V . Given this set and the labeled data (X,y), where X are all available time
series with their respective labels y (cf. the examples in Figure 5.2 or Figure 5.4), we would like
to know which methods perform best in terms of clustering quality. As already demonstrated
in the example of Figure 5.5, we have labeled data, so we know the true clustering y and can
easily determine the method performance with any kind of external evaluation metric such as
the adjusted Rand index (cf. Section 2.4.4.1 on p. 23).

In order to make a sound comparison between the results of the different methods, we
require n internal datasets I based on the whole data, i.e., I = ((X1,y1), . . . , (Xn,yn)) with
(Xi,yi) ⊂ (X,y), which allow us to check whether the performance differences (if any) between
the candidate methods are statistically significant. The question now is, how to obtain these
internal datasets I. If we are lucky, the full data X might already contain such internal
datasets out of the box. If not, we can easily create them ourselves by repeatedly taking
random subsets of the full data. Consider the example shown in Figure 5.8. The full data
contains 20 labeled time series, and we simply take ten random time series to create an internal
dataset. In the example, we create a total of two internal datasets, i.e., |I| = n = 2. Some time
series of these two random subsets overlap, but this does not matter since every internal dataset
is subsequently processed in isolation (no influence on other datasets or results). Naturally,
the sample size can be chosen arbitrarily and can be either an absolute values (like ten in
our example) or percentage-based (e.g., using 5% of the full data for each internal dataset).
Furthermore, we can also specify to take samples based on the classes/labels of the full data,
for instance, if we want to enforce an equal class distribution in the internal datasets (which is
not the case when we blindly take random samples). Figure 5.9 shows the same example as
above, but now the random time series are selected based on the original class. We take five
samples per class, and since there are two classes (A and B), we obtain 2 · 5 = 10 random
samples in total for each internal dataset. However, the class distribution is now equal, i.e.,
classes A and B are both represented with equally many (five) random samples per internal
dataset.
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Figure 5.8: Example of creating two internal datasets (ten random samples per dataset)
from the full data that contains 20 labeled time series, i.e., I = ((X1,y1), (X2,y2)) with
(Xi,yi) ⊂ (X,y).
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Figure 5.9: Example of creating two internal datasets (each containing five samples of the
two available classes, i.e. 2 · 5 = 10 random samples per dataset) from the full data that
contains 20 labeled time series, i.e., I = ((X1,y1), (X2,y2)) with (Xi,yi) ⊂ (X,y). (XA,yA)
indicates a subset that only contains the time series with labels y = A.



Approach 149

We can then run each of the candidate methods c ∈ C on these internal datasets to get
its n predicted clustering results ŷc, more formally, ∀c ∈ C : ŷc = (c(X1), . . . , c(Xn)) =
(ŷ1c , . . . , ŷnc) with Xi ∈ I and c(Xi) representing the clustering process with candidate
method c on the internal dataset Xi that results in the predicted labels ŷic . A visualization of
this clustering process is shown for a small example in Figure 5.10, where a single method c =
(M1, F2, V1) (feature set F2 consists of two individual features) is used to cluster two internal
datasets (X1,y1) and (X2,y2) with five samples each. For each of the two internal datasets,
we thus get its cluster assignments predicted by this method c, i.e., ŷ1c for the first internal
dataset and ŷ2c for the second internal dataset.
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f3 f4 Label

2.2 2.3 A

9.8 5.2 A

4.6 6.3 B

3.0 3.0 B

3.0 3.1 B
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B B

B B

B B
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Internal 
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Feature 
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Repeat for every 
Internal Dataset 𝑿𝑖 , 𝒚𝑖

 𝒚2𝑐

Internal 
Dataset 
𝑿2, 𝒚2

Combine  𝒚𝑐 =  𝒚1𝑐 ,  𝒚2𝑐

Figure 5.10: Example of clustering two internal datasets (Xi,yi) using a single method c =
(M1, F2, V1) and their corresponding predicted cluster assignments ŷic .

Once running all methods is completed, we compute their clustering performance by choos-
ing the adjusted Rand index (ARI) as our external evaluation metric.6 For each method c ∈ C,
we thus compare its n predicted clustering results ŷc to their corresponding true clustering la-
bels y and calculate n ARIs ac, more formally, ∀c ∈ C : ac = (ARI(ŷ1c ,y1), . . . ,ARI(ŷnc ,yn))
with ŷic as defined above and yi ∈ I. In Figure 5.11, we extend the above example (cf.
Figure 5.10) to also visualize this clustering performance calculation.

We can then determine whether the ARIs of the different methods are statistically signifi-
cantly different and thus check which methods performed better than others. To this end, we

6We opted for the ARI due to its similarity to the accuracy score, which makes it an intuitive measure.
Naturally, any other external evaluation metric can be selected as well.
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Method 𝑐 =                           Predicted Clustering:M1|F2|V1

𝒚Actual, True Clustering:
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 𝒚𝑐

= ( )𝒚1 𝒚2
 𝒚1𝑐  𝒚2𝑐= ( )

,

,

ARI  𝒚1𝑐 , 𝒚1
= 1.0
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= 0.167

External Evaluation Metric 
(Adjusted Rand Index (ARI))
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Figure 5.11: Continuing the example of Figure 5.10, the clustering performance evaluation of
method c = (M1, F2, V1) is shown using the adjusted Rand index (ARI) as external evaluation
metric when comparing the true cluster assignments yi of the two internal datasets (Xi,yi) to
the cluster assignments ŷic predicted by method c.

use the Wilcoxon signed-rank test with Pratt’s method for handling zero-differences.7 After-
wards, we compare all possible method combinations, i.e., wilcoxon(ac,ac′) ∀c, c′ ∈ C ∧ c 6= c′.
If there are |C| = m methods (| ∗ | represents the set’s cardinality), we obtain a matrix P of
size m×m containing the p-values of the Wilcoxon tests, where a row represents whether this
method significantly differs from the methods in the columns and vice versa, given some signifi-
cance level α. Since the Wilcoxon test is symmetric, i.e., wilcoxon(ac,ac′) = wilcoxon(ac′ ,ac),
P is symmetric as well (Pij = Pji). In addition, we create a second matrix D with the same
dimensions that stores the median of all non-zero differences of the n ARIs of two methods,
so we not only know if two methods are significantly different but also by how much. Since
the median ARI difference is “sign-symmetric”, i.e., median(ac − ac′) = −median(ac′ − ac),
D is sign-symmetric as well (Dij = −Dji). As an extension of the above example, Fig-
ure 5.12 shows how the p-values of the Wilcoxon tests as well as the median ARI differences
are determined, and how the p-value matrix P and the median difference matrix D are
created. In the example, assume that we have two models M = {M1,M2}, two feature sets
F = {F1, F2} and two variants V = {V1, V2}, which results in a total of eight candidate meth-
ods C = {(Mi, Fj , Vk) | i, j, k ∈ [1, 2]}, so the two matrices P and D thus have a size of 8× 8.
For demonstrating purposes, we compare method c = (M1, F2, V1) to method c′ = (M2, F2, V1).
First, we run a Wilcoxon signed-rank test based on the ARI scores of the two internal datasets,
i.e., wilcoxon(ac,ac′), which results in a p-value of 0.106. Next, we calculate the differences
between these ARI scores, which yields 0.001 for the first internal dataset and −0.062 for
the second internal dataset. Then, we compute the median of these two differences, which
results in −0.031, indicating that method c performed slightly worse than method c′, however,
this value is only considered significant if the p-value is equal to or smaller than the chosen
significance level, i.e., 0.106 ≤ α. We enter both the p-value and the median difference in their
respective matrices P and D, and repeat the same procedure for all other possible method
combinations. The complete matrices are listed in Equation 5.1.8

7The differences are based on the ARI, and the ARI is calculated from the cluster labels, which are ordinal
and hence not unlikely to be the same for two methods, resulting in equal ARIs. We thus use Pratt’s method
to incorporate these zero-differences in the ranking process instead of simply discarding them.

8For identical clustering results of two methods, all differences are zero, so the median ARI difference is
zero as well, and the p-value is NaN (not a number) because the test statistic cannot be computed.
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Figure 5.12: Example of comparing method c = (M1, F2, V1) to method c′ = (M2, F2, V1) by
calculating a Wilcoxon signed-rank test to obtain a p-value (0.106) for the p-value matrix P
and by computing the ARI differences (Diff ) of the internal datasets to obtain a median
difference (−0.031) for the median difference matrix D.
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P =



NaN 0.079 0.275 0.322 0.324 0.151 0.203 0.259
0.079 NaN 0.012 0.099 0.020 0.286 0.124 NaN
0.275 0.012 NaN 0.119 0.316 0.073 0.106 0.306
0.322 0.099 0.119 NaN 0.003 0.249 0.271 0.025
0.324 0.020 0.316 0.003 NaN 0.082 0.237 0.108
0.151 0.286 0.073 0.249 0.082 NaN 0.126 0.202
0.203 0.124 0.106 0.271 0.237 0.126 NaN 0.051
0.259 NaN 0.306 0.025 0.108 0.202 0.051 NaN



D =



0.000 −0.155 −0.005 0.106 0.242 0.187 −0.000 −0.197
0.155 0.000 −0.137 0.186 −0.182 −0.132 0.048 0.000
0.005 0.137 0.000 0.130 −0.149 −0.162 −0.031 −0.080
−0.106 −0.186 −0.130 0.000 −0.195 −0.206 0.233 −0.153
−0.242 0.182 0.149 0.195 0.000 0.232 −0.111 −0.133
−0.187 0.132 0.162 0.206 −0.232 0.000 0.125 −0.160

0.000 −0.048 0.031 −0.233 0.111 −0.125 0.000 −0.137
0.197 0.000 0.080 0.153 0.133 0.160 0.137 0.000



(5.1)

However, since analyzing the two raw data matrices is tedious, we propose a combined
visualization that we call diff-matrix, which is shown in Figure 5.13 for the above example,
where we used a significance level of α = 0.1 (for assessing the significance of the p-values
obtained by the Wilcoxon signed-rank tests). To allow an easy comparison of methods, we not
only display all row and column methods (can be omitted for a more compact representation9)
but also encode the cells of this merged matrix with the following color mapping:

• (purple, no number): This cell represents identical clustering results of the row
method ci and the column method cj , which results in two identical ARI vectors, i.e.,
aci = acj , and, in turn, Pij = NaN and Dij = 0. Example: row method (M1, F1, V1)
compared to itself.

• (white, no number): This cell means that the row method ci yielded different
clustering results than the column method cj , but their ARI differences are not statistically
significant, i.e., Pij > α (Dij is irrelevant in this case because it is not significant).
Example: row method (M1, F1, V1) compared to column method (M1, F2, V1).

• x (red, with number x): This cell indicates that the clustering results of the row
method ci resulted in statistically significantly worse ARIs compared to those of column
method cj with a negative median ARI difference of −0.x (x represents the decimal
part10), i.e., Pij ≤ α and Dij = −0.x < 0. Example: row method (M1, F1, V1) compared
to column method (M1, F1, V2).

• x (green, with number x): This cell indicates that the clustering results of the row
method ci resulted in statistically significantly better ARIs compared to those of column
method cj with a positive median ARI difference of 0.x, i.e., Pij ≤ α and Dij = 0.x > 0.
Example: row method (M1, F1, V2) compared to column method (M1, F1, V1).

9Displaying the names of the column methods cj in addition to the row methods ci is not necessary, since
the matrix is symmetric in this regard, i.e., ci = cj ∀i, j ∈ [1,m] ∧ i = j, so we can safely omit the column
labels, which we will later do in the evaluation (cf. Figure 5.26) to show a more compact diff-matrix.

10We use this notation to avoid a cluttered visualization. In the unlikely case that the absolute ARI difference
is ≥ 1, the text in the cell changes to y.x, where y represents the integer part.
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Figure 5.13: Example of a diff-matrix with eight methods. The methods (Mi, Fj , Vk) are
displayed as Mi|Fj|Vk for optimized readability.

Using this diff-matrix, we can now determine which methods performed best. Since “best”
is not a mathematically sound term, we define the best methods as those that are statistically
significantly better most times and have the highest sum of median ARI differences (of these
statistically significant differences) if there is a draw.11 Formally speaking, we calculate a
row-based score si for every row method ci ∈ C as defined in Equation 5.2:

si =
m∑
j=1

xij + yij with

xij =


0 if Pij = NaN ∨ Pij > α,

1 if Pij ≤ α ∧Dij > 0,

−1 if Pij ≤ α ∧Dij < 0.

and yij =

{
0 if Pij = NaN ∨ Pij > α,

Dij if Pij ≤ α.

(5.2)

where m is the number of methods, i.e., m = |C|. For example, method (M1, F1, V1) has a score
of (−1 +−0.15) = −1.15 and method (M1, F1, V2) has a score of (1 + 0.15) + (−1 +−0.14) +
(1 + 0.19) + (−1 +−0.18) = 0.02. With this score, we can then sort all rows/row methods in
descending order, so the best methods are displayed at the top and the worst methods at the
bottom of the diff-matrix. Figure 5.14 shows this sorted diff-matrix for the above example.
Here, we can clearly see that the methods (M2, F1, V1) and (M2, F2, V2) performed well, so we
might choose one of them for the next and final step, which is clustering the unlabeled data.
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Figure 5.14: The same diff-matrix as the example in Figure 5.13 but sorted by the best
methods in descending order.

11If the median ARI difference sum should also happen to be equal, then the methods are considered to be
performing equally well.
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5.4.4 Clustering Unlabeled Data

The ultimate goal is to find patterns and commonalities within the unlabeled data. Based on
the results from the previous step, we know which methods performed well and thus might be
suited for this task. The straightforward solution is to simply use the best method to cluster the
unlabeled data, but as indicated earlier in the introduction (cf. Section 5.1), other factors could
also be important to consider, such as the interpretability of the used unsupervised machine
learning models or the run-time costs of the methods, which we discuss in the following section.
Regardless of which method the users choose in the end, the unlabeled data is then clustered
and the results can be inspected manually. In addition, we can calculate various statistics,
including the number of identified clusters, their sizes and how the domain of the unlabeled
data can be related to them (e.g., if we cluster multi-system data, interesting statistics are
how the different systems are distributed among the clusters). All the results of clustering the
unlabeled data can then be further used as input for a detailed analysis of the domain to gain
more insights in general, and for the development of cluster-specific models and tools.

5.4.5 Run-Time Cost Model

While we cannot objectively assess the interpretability of clustering models, we can measure
the run-time costs of the methods the users selected. We already know how to get the best
methods in terms of clustering performance, and with the addition of our run-time cost model,
we can then also specify how fast they are. The main goal is to measure how long it takes to
calculate the feature set, to post-process this set using some variant, and how much time is
required to cluster the data with the unsupervised machine learning model. Our first idea was
to create a list of run-time complexity [170] estimates for every possible model, feature set and
variant. However, there are two problems with this approach. First, it is impossible to provide
a complete list, since users can select any kind of models, feature sets and variants, even their
own. Second, in a real-world setting, equal run-time complexities might not always lead to
actually equal run times. While this is not too surprising in general (the primary intention
of complexities is to inform about the run-time behavior with increasing or very large input
sizes), the differences can be quite significant.

For example, consider the four functions defined in Figure 5.15 that are written in the
programming language Python. Each function computes exactly the same output, namely
a list containing n values in ascending order ranging from 0 to n − 1, but the respective
implementations are different. Function 1 (cf. Figure 5.15a) represents the most straightforward
way by simply appending the n individual values one after another in a for-loop. The code of
function 2 (cf. Figure 5.15b) is identical except for the addition of the @jit annotation, which is
part of the Numba package with the goal of compiling Python functions to optimized machine
code [98]. Function 3 (cf. Figure 5.15c) replaces the for-loop with a so-called list comprehension,
which is an optimized Python-intrinsic feature. Lastly, function 4 (cf. Figure 5.15d) creates
the list with the scientific computation package NumPy [73]. If we estimate the asymptotic
run-time complexity using the big-O notation [170], then each of these functions results in
O(n), which means a linear complexity.12 However, the actual run time required to run these
functions differs greatly. To get comparable results, we called each function 10000 times with
n = 1000 and measured the total execution time.13 Table 5.3 lists all measurements. Clearly,

12O(n) thus means that the actual run time is expected to scale linearly with n, e.g., for 2n, we expect all
functions to take twice as long.

13Executed on a machine with an Intel Xeon E3-1245 v3 3.4GHz processor with four physical cores and eight
threads, and 16GB of main memory.
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Function 4 is by far the fastest, reducing the actual run time by approximately 79% compared
to Function 1.

def function1(n):
x = []
for i in range(n):

x.append(i)
return x

(a) Function 1: standard for-loop.

from numba import jit

@jit
def function2(n):

x = []
for i in range(n):

x.append(i)
return x

(b) Function 2: compilation with Numba.

def function3(n):
return [i for i in range(n)]

(c) Function 3: list comprehension.

import numpy

def function4(n):
return numpy.arange(n).tolist()

(d) Function 4: implemented with NumPy.

Figure 5.15: Different Python-based implementations for creating a list of n ascending
values.

Function Run-Time
Complexity

Measured
Run Time

Function 1 O(n) ∼ 675ms
Function 2 O(n) ∼ 380ms
Function 3 O(n) ∼ 285ms
Function 4 O(n) ∼ 145ms

Table 5.3: The actual run time in milliseconds required for 10000 executions of the four
functions introduced in Figure 5.15 with an input size of n = 1000.

This is only one example, and other potential issues such as compiler optimizations,
different language-intrinsic features and language mixtures exist. If we want to support users
in choosing methods based on their run-time costs, complexity estimates are therefore not
ideal. Instead, measuring the actual run times seems to be the better and more accurate
option. In our approach, we thus measure how long it takes to compute the feature sets and
variants, and to fit the machine learning models on a concrete machine, which should be the
one used for clustering future data, since otherwise, determining the absolute run time would
not make much sense. Time measurements are often unstable and can vary between executions,
so we robustly measure the average run time by collecting r runs, which results in a set of
measurements R. Given a lower and an upper percentile-based threshold pl and pu, we extract
only the measurements in between and calculate the average thereof as our robust estimate of
the actual run-time cost r̄, which is defined in Equation 5.3:

r̄ =
1

|R′|
∑
r′∈R′

r′ with R′ = {r ∈ R | pl(R) ≤ r ≤ pu(R)} (5.3)

where | ∗ | represents the set’s cardinality and pi is the i% percentile. Now we can measure the
three parts of our method triplet as described in the following:
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• Feature sets: The run-time cost r̄F of a feature set F ∈ F is the sum of the run time
costs for computing the individual features f ∈ F , given n time series of length t. In this
step, we can choose to enable multi-processing using a specified number of processes,
where the n time series are then distributed accordingly.

• Variants: For each variant V ∈ V and feature set F ∈ F , we determine the run-time
cost r̄V by measuring how long it takes to post-process the n feature vectors that were
computed with F in the previous step.

• Models: For each machine learning model M ∈ M , feature set F ∈ F and variant
V ∈ V , we obtain the run-time cost r̄M by measuring how long it takes to fit the model
on the n post-processed feature vectors that were computed in the previous two steps.

Given a set of candidate methods c ∈ C and labeled data, we can now calculate both
the methods’ clustering performance quality with any kind of external evaluation metric and
their actual run-time costs with r̄c = r̄M + r̄F + r̄V . The results of all evaluated methods
can be visualized with a quality-cost trade-off graph, whose x-axis represents the clustering
quality and the y-axis the run-time costs. In this graph, we can also enable a user-specifiable
lower quality threshold14 qt as well as an upper cost threshold ct, allowing us to extract only
those methods that are relevant considering these thresholds, i.e., those that performed well
and fast enough, more formally, the relevant methods must fulfill ec ≥ qt ∧ r̄c ≤ ct, where
ec is the evaluation metric obtained with method c. Using the same example as introduced
in Section 5.4.3, i.e., eight candidate methods C = {(Mi, Fj , Vk) | i, j, k ∈ [1, 2]}, we present
such a quality-cost trade-off graph in Figure 5.16, where we chose the adjusted Rank index
(ARI) as our external evaluation metric. For demonstration purposes, the actual run-time
costs r̄ are assumed to be in the range of seconds (cf. Run Time [s ]). When specifying the two
thresholds of qt = 0.1 (ARI) and ct = 7 (seconds), four out of the eight candidate methods
remain as relevant, of which we can calculate the Pareto front15 that leads to the final set
of three relevant methods as shown in the table next to the graph. We can see that method
(M2, F2, V2) performed best in terms of clustering quality (the best method overall was too
slow and thus filtered out), but when accepting a slight decrease in the ARI score (−0.03),
method (M1, F2, V1) manages to outperform this method by over 21% in run time. Ultimately,
it is then up to the users which of these methods they choose for clustering.

5.5 Data for Evaluation

In the evaluation, we use data from two different sources. The first source is the UCR time
series archive [45, 44], a collection of time series from various domains. The second source are
two independent multi-system infrastructure monitoring time series (IMTS) datasets from our
industry partner, whose structure we already described in Section 2.3.4 on p. 11.

5.5.1 UCR Archive

The UCR time series archive covers a wide array of domains and different types of time series,
ranging from electrical device measurements, image classification, ECG and motion data to
sensor data as well as simulated data from various areas. The archive consists of 128 labeled
datasets, each of which is split into a training and test set that share the same number of

14In case the external evaluation metric is a lower-is-better value, an upper quality threshold must be used.
15The Pareto front is the set of best possible methods considering both the quality and run-time cost, where

neither property can be improved any more without worsening at least one of them.
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Figure 5.16: Quality-cost trade-off graph example with eight methods. The lower quality
threshold (qt) of ARI ≥ 0.1 and upper run-time cost threshold (ct) of r̄ ≤ 7s result in four
relevant methods (highlighted with yellow background), whose Pareto front is listed in the
table.

classes/labels and time series lengths.16 Between the different datasets, the number of samples,
classes and time series lengths differ significantly, where an overview is shown in Table 5.4
(the complete information can be found in the appendix in Section D.2 on p. 252).

Statistic µ σ min p10 p25 p50 p75 p90 max

#Train 473.09 1107.39 16 23 53.75 190.50 400 896 8926
#Test 1020.34 2001.83 20 70.30 139 316 870.75 2850 16800
#Classes 8.73 12.03 2 2 2 4 10 24.30 60
Length 534.54 563.05 15 80 144 344 657.75 1378.80 2844

Table 5.4: Various statistics of the 128 UCR datasets, where the # character represents the
number of train/test samples and unique classes, respectively, and Length indicates the time
series length. µ = average, σ = standard deviation, pi = i% percentile, min = minimum, max
= maximum.

5.5.2 IMTS Archive

Our own data archive contains two multi-system IMTS datasets: IMTS1 and IMTS2. The first
one is the same dataset we used in the event prediction approach (cf. Section 4.5 on p. 82), i.e.,
20 days’ worth of exported data from 705 software systems, however, only the time series are of
interest. Since entire time series are now the input for our approach (rather than the previous
observation window subsequences), we wanted them to represent full cycles of a working week
to capture any weekly patterns, i.e., each time series should record entire weeks. Within the
20 export days, there are two such full cycles, resulting in a dataset of 14 days that range
from 22.01.2018 00:00 UTC (Coordinated Universal Time) to 04.02.2018 23:59 UTC. Given
the resolution of one minute, each time series of IMTS1 thus has 20160 data points. IMTS2
is similar, as the same data was collected but for different systems (eight Dynatrace-internal
systems) and for a different observation period (28 days, ranging from 15.07.2019 00:00 UTC
to 11.08.2019 23:59 UTC). Given the same one-minute resolution, each time series of IMTS2
thus has 40320 data points. Unfortunately, both IMTS datasets are unlabeled, so we had

16There is also a version where some datasets have varying lengths. However, we plan to run the clustering
models on the raw data as well, so we use the length-adjusted data.
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to fall back to the first alternative as specified in our data requirements and assumptions
in Section 5.2, which states that for unlabeled data, we should provide sufficiently different
time series “sources”. This can easily be achieved with our different metrics that are listed in
Table 2.2 on p. 12. Each such metric can be considered a time series source as long as we do
not choose metrics that are too similar, such as the CPU system utilization metric together
with the CPU user utilization. We thus decided to only use a specific subset of our 34 time
series metrics, namely the following seven: CPU Idle (H-01), CPU IO Wait (H-05), Page Faults
(H-06), Memory Available % (H-07), Disk Available % (D-03), Read Bytes (D-04) and Bytes
Received (N-01). Since we already knew from the data exploration in the previous chapter that
many data points of the time series are missing (cf. Figure C.6 on p. 228), we excluded all those
series that had less than 99.9% data points available and linearly interpolated the remaining
missing values. As practically constant and stagnant time series are not of interest to us17

and such series would only reduce the differences between our time series metric sources,18

we additionally dropped all those series with ≥ 99% equal values. If too few time series for a
specific metric remain, the entire metric is dropped.

Ultimately, IMTS1 contains 32867 time series for five (out of the selected seven) metrics
from 615 systems, and IMTS2 contains 8216 time series for six metrics from eight systems,
where a breakdown is presented in Table 5.5, and detailed statistics on a per-system basis
are shown in Figure 5.17 (Table 5.6) and Figure 5.18 (Table 5.7), respectively. Especially
for IMTS1, the statistics reveal that the majority of the systems only provide around ten
time series per metric on average and that there are a few large systems with hundreds of
series. While this imbalance was an issue in the event prediction approach (system balancing
necessary), the system distribution is irrelevant here, since our clustering approach solely relies
on time series and the system sizes thus no longer have any impact.

IMTS1 IMTS2

ID: Metric #TS #Sys. #TS #Sys.

H-01: CPU Idle 7113 606 1274 8
H-05: CPU IO Wait - - 680 7
H-06: Page Faults 3361 437 680 6
H-07: Memory Available % 7176 608 1356 8
D-03: Disk Available % 8220 503 2259 7
D-04: Read Bytes - - 1967 7
N-01: Bytes Received 6997 568 - -

Total 32867 615 8216 8

Table 5.5: Number of individual time series (#TS ) and number of systems (#Sys.) for each
collected metric and both IMTS datasets. The - character means that no time series of this
particular metric are present (due to data requirements and filtering).

5.5.3 UCR and IMTS Datasets

Now that we have established the raw data sources, the last step is to create the actual
datasets that are going to be the input for our clustering method selection approach in the
following evaluation. As described in Section 5.4.3, we need n internal, labeled datasets I

17They can easily be detected and filtered out without the need for clustering.
18For example, it can happen that a time series of the available disk space metric is identical to a time series

of the disk read metric in case the disk is not used throughout the observation period.
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Figure 5.17: IMTS1: System-based time series count statistics, visualized with a box plot
on a logarithmic scale. Detailed information is available in Table 5.6.

ID #Sys. µ σ min p10 p25 p50 p75 p90 max

H-01 606 11.74 19.49 1 1 2 5 11 29 179
H-06 437 7.69 12.54 1 1 2 4 8 17.4 102
H-07 608 11.80 19.53 1 1 2 5 11.25 29 179
D-03 503 16.34 28.32 1 1 3 7 18 41 294
N-01 568 12.32 20.43 1 1 2 5 12 33.3 179

Table 5.6: IMTS1: System-based time series count statistics. #Sys. represents the number
of systems. µ = average, σ = standard deviation, pi = i% percentile, min = minimum, max
= maximum.
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Page Faults: H-06
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Read Bytes: D-04

Figure 5.18: IMTS2: System-based time series count statistics, visualized with a box plot
on a logarithmic scale. Detailed information is available in Table 5.7.

ID #Sys. µ σ min p10 p25 p50 p75 p90 max

H-01 8 159.25 334.52 2 5.5 10.75 36 85.75 385 980
H-05 7 97.14 197.70 3 3.6 4.50 24 51 260.6 542
H-06 6 113.33 212.60 2 4.5 10.25 21.5 69.50 314 543
H-07 8 169.50 366.65 2 5.5 10.75 33 87.50 406.7 1071
D-03 7 322.71 638.33 4 7.6 12.50 76 202.50 890.4 1749
D-04 7 281 548.59 5 5.6 8.50 57 193.50 786.4 1501

Table 5.7: IMTS2: System-based time series count statistics. #Sys. represents the number
of systems. µ = average, σ = standard deviation, pi = i% percentile, min = minimum, max
= maximum.
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to compute the diff-matrices. For the UCR data, this is straightforward, since the 128 UCR
datasets already fulfill this requirement (n = 128). We can even combine both the train and
test samples because clustering is unsupervised, and hence, no separate test set is needed.
The IMTS data, on the other hand, is unlabeled and does not have such internal datasets out
of the box. However, we can now use the fact that we have sufficiently different time series
sources given by the monitoring metrics, which allows us to create labeled data ourselves. To
this end, for all time series xk ∈Xk of a metric/time series kind k, we assign the metric itself
as class label, i.e., ∀xk ∈Xk : y = k, which yields the metric class label vector yk for all time
series Xk (this procedure is exactly the same as shown in the example of Figure 5.2 for time
series kinds CPU and disk). This procedure is repeated for all m metrics K = {kj | j ∈ [1,m]}
(e.g., for the example of Figure 5.2, K = {CPU, disk}), and then we merge everything into
a single dataset, more formally, X = (Xk | k ∈ K) and y = (yk | k ∈ K). We now have
the labeled data (X,y), from which we can easily extract the required internal datasets
via sampling as already discussed in Section 5.4.3. We accomplish this by randomly taking
r time series from each metric k (if r is equal across all k ∈ K, we obtain a balanced dataset;
cf. Figure 5.9 which exactly shows this procedure for two classes/metrics A and B, i.e.,
K = {A,B}), or alternatively, we can also use a sampling fraction s ∈ (0, 1] to retain the
original metric distribution (thereby obtaining an equally unbalanced dataset if the original
data was unbalanced). To sufficiently represent the original data, we repeat this sampling step
n times, which yields n internal datasets I, more formally, I = (samplei(X,y) | i ∈ [1, n])
with sample(X,y) = (rnd(Xk,yk, r) | ∀k ∈ K), where the function rnd represents taking
r random samples from (Xk,yk) (cf. Figure 5.9 with n = Number of internal datasets = 2
and r = Sample size per class = 5). Figure 5.19 illustrates this procedure of creating such
internal, labeled datasets. The idea behind this approach is the hypothesis that the clustering
method candidates should at least be able to separate the different metrics again.19 If they
fail to do so, we expect a bad performance when trying to cluster the unlabeled data as well.

For our IMTS data, we set the sampling quantity r to 100 and the number of internal
datasets n to 30.20 This resulted in 30 internal IMTS1 datasets, where each dataset contains
m · r = 5 · 100 = 500 time series, since IMTS1 consists of five metrics and we sample each
metric 100 times. Analogously, we also created 30 internal IMTS2 datasets, each of which
has m · r = 6 · 100 = 600 samples, since IMTS2 consists of six metrics. To make even more
use of the UCR data, we can apply the same procedure there as well. If we consider the
128 individual UCR datasets as our time series sources and drop all internal labels (each
UCR dataset thus becoming comparable to our unlabeled metrics), we can again create a
merged, labeled dataset, where we now assign the dataset names as class labels, analogous
to using the metrics as class labels as we did when processing the IMTS data. For creating
the internal datasets, we used a sampling fraction of s = 0.05 = 5% and set the number of
internal datasets n again to 30. Our new, merged UCR dataset thus has 30 internal datasets
(an example of how such an internal dataset could look like is shown in Figure 5.20), each of
which has

∑
u∈U s · |Xu| =

∑
u∈U 0.05 · |Xu| = 9555 samples (i.e., 5% of each of the 128 UCR

datasets), where U is the set set of all 128 UCR datasets and |Xu| represents the number of
time series in Xu.21 Table 5.8 summarizes all four datasets for the evaluation, and Figure 5.20
shows examples of how the first of the n internal datasets could look like for each of these four
datasets.

19This is precisely the reason why we added the requirement of sufficiently different time series sources,
since otherwise, telling them apart after having merged the data becomes significantly more difficult, thereby
possibly limiting the validity of the labeled clustering results (diff-matrices).

20Different parameter settings might be necessary to sufficiently represent other data.
21This is the result after joining both the train Xu

train and test samples Xu
test into a combined Xu, and then

calculating the sample fraction based on this combined data for each UCR dataset u ∈ U . The exact number
of train and test samples can be found in the appendix in Table D.1 on p. 255.
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Figure 5.19: Illustration of creating merged, labeled data (X,y) from a set of unlabeled time
series metrics K, followed by extracting n internal, labeled datasets (Xi,yi) via repeatedly
taking random samples. Xk represents all time series of metric k (and Xk

i a random subset
thereof), |Xk| its number of time series and xkl its l-th (single/individual) time series. For
the internal datasets (Xi,yi), ai and bi indicate random indices. Depending on whether an
absolute number of samples r or a relative sampling fraction s was chosen in the sampling
step, there are a total of r or s · |Xk

i | such indices per metric k.
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Dataset n #Samples #Classes

UCR 128 varying varying
UCR-merged 30 9555 128
IMTS1 30 500 5
IMTS2 30 600 6

Table 5.8: UCR and IMTS datasets for the evaluation, where n is the number of the internal
datasets I, and #Samples and #Classes represent the number of samples (time series) and
classes in each such internal dataset, respectively. The varying number of samples and classes
of the 128 internal UCR datasets can be looked up in the appendix in Table D.1 on p. 255.
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Figure 5.20: Examples of how the first of the n internal datasets could look like for each of
the four datasets listed in Table 5.8. The time series are just for demonstrating purposes and
do not look like this in the actual dataset.
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5.6 Evaluation

Before evaluating our clustering method selection approach on the above datasets, we first
present results regarding our time series characteristics to show their usefulness and ability
to extract meaningful properties, i.e., that they can indeed be used for clustering and also
classification tasks.

5.6.1 Time Series Characteristics

We conducted three experiments to show that our time series characteristics (TSC) are not
just a random and arbitrary selection of time series features. Specifically, we tested their
capability to classify time series, i.e., to train a classical supervised machine learning model on
a training set and evaluate it on the corresponding test set, and to cluster time series using
an unsupervised machine learning model. In both cases, we used the raw time series data as
well as the feature set catch22 [110] (containing 22 selected features) to compare to our TSC.
catch22 was already shown to perform well on the UCR datasets, so we decided to evaluate the
TSC on the same data. Lastly, we present how our TSC groups can be useful to inspect the
data of the classes/clusters. The results of these experiments are summarized in the following:

• Classification: The UCR datasets are already split into training and test sets, so we
can directly train a supervised machine learning model, where we opted for the default
scikit-learn implementation [131] of the random forest classifier with 100 trees and no
depth limit. As input, we used the raw time series data, the features calculated with
catch22 and the features calculated with our TSC, and we did not perform any post-
processing (i.e., no variants), which resulted in the three methods rf|raw, rf|catch22
and rf|tsc (rf is short for random forest). Figure 5.21 shows their accuracy (ACC)
scores for the 128 UCR datasets, where the method on the y-axis is compared to the
method on the x-axis. The diagonal line from bottom left to top right serves as a visual
guide to check whether the y-axis method performed better (data point is above the
diagonal) or worse than the x-axis method (data point is below the diagonal). If one
method is statistically significantly better across all 128 datasets (Wilcoxon signed-rank
test, significance level α = 0.01), the corresponding half of the diagonal is highlighted
with a yellow background.
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Figure 5.21: Accuracy (ACC) score comparisons when classifying the 128 UCR datasets
using three different methods (random forest with raw time series data, catch22 features and
TSC features). The yellow highlighted background in the upper left part indicates that the
method on the y-axis performed statistically significantly better than the method on the x-axis.
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The results clearly show that our selected TSC set work well when classifying the UCR
datasets, outperforming both the methods that are based on the raw time series data as
well as the catch22 features. However, it must be noted that the primary goal of catch22
was not to get the best classification results, but rather to find a small set of merely
22 features that still provide good performance while reducing the required computation
time drastically [110].

• Clustering: This task is arguably more difficult than classification since we now no longer
know the true classes of the datasets, and there are no separate training and test sets
any more. As mentioned in Section 5.5.3, we can thus combine the UCR train and test
data, allowing us to leverage a larger amount of data. Using this combined data, we
evaluated the clustering performance with the default scikit-learn implementation [131]
of the k-means algorithm, where we set its number of classes/clusters k to the number of
classes of the corresponding UCR datasets (cf. column #C in Table D.1 on p. 255). As
input, we again used the raw time series data, the features calculated with catch22 and
the features calculated with our TSC, and we did not perform any post-processing (i.e.,
no variants), which resulted in the three methods kmeans|raw, kmeans|catch22 and
kmeans|tsc. Figure 5.22 shows their adjusted Rand index (ARI) scores for the 128 UCR
datasets, where the plot information is exactly the same as in the above classification
case.
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Figure 5.22: ARI comparisons when clustering the 128 UCR datasets using three different
methods (k-means with raw time series data, catch22 features and TSC features). The yellow
highlighted background in the upper left part indicates that the method on the y-axis performed
statistically significantly better than the method on the x-axis.

Again, our TSC work well when clustering the UCR datasets, where we outperform
catch22 once more and obtain equally good results compared to clustering based on the
raw time series data. In contrast to the raw data, however, the TSC provide the benefit
that we can inspect various properties of the different time series classes/clusters, which
we present in the last experiment.

• Class/Cluster inspection: We designed our TSC in a way that users can analyze certain
time series properties by inspecting the feature values of the different groups and
subgroups. If we have classes for a given dataset (either the true classes or the ones we
obtained via our clustering methods), we can visualize their (sub)group feature values
and easily compare them to each other. Since the TSC features are all robustly scaled
(90% of the feature values are within the interval [0, 1]), we can also see which (sub)groups
are more pronounced. In Figure 5.23, the feature values of all TSC subgroups (including
the test group because this group does not have any subgroups) for the two-class UCR
dataset BirdChicken are shown (the TSC group names on the right of the plot are
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abbreviations of the form g_subgroup_b, where g is the first letter of the main group
and b represents the blockwise subgroups). In this dataset, for instance, we can observe
that the frequency, flatness and test groups yield rather low values for all time series,
whereas the similarity and miscellaneous complexity groups result in near maximum
values. The class differences are mainly between the distributional dispersion, blockwise
temporal dispersion and entropy groups.
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Figure 5.23: The feature values of the TSC (sub)groups for the two classes 1 and 2 of the
UCR dataset BirdChicken. The respective class sizes are denoted by n. Abbreviations: d =
distributional, t = temporal, c = complexity, b = blockwise.

Using such a visualization, we can gain more insights into the feature value distribution
across the different classes/clusters and can also easily compare both the classes as well
as the individual TSC groups themselves to each other.

5.6.2 Clustering Method Selection

The evaluation of our clustering method selection with the two UCR and two IMTS datasets
follows the same steps presented in the approach, i.e., we first determine the importance of
the feature sets we selected, continue with various post-processing options, create our set of
candidate methods and then cluster the labeled data to get the ranked list of those methods
that performed best. Finally, we use one of these methods to cluster our unlabeled multi-system
infrastructure monitoring data. Regarding the selected feature sets F , we decided to use the
TSC subgroups, the main groups and all groups combined (the set of all TSC features), i.e.,
a total of 13 + 4 + 1 = 18 TSC feature sets. To compare our TSC to an established feature
set from related work, we also integrated catch22 [110] (as already introduced in the previous
section) into our clustering method selection approach. In the last part of the evaluation, we
also show the run-time cost model when applied to the UCR datasets.
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5.6.2.1 Determining Feature Set Importance

The first step is the feature set importance evaluation of our TSC (sub)groups22 and the
catch22 feature set. To this end, we trained a random forest with 100 trees and no depth
limit (default scikit-learn implementation [131]), and we repeated this training n = 10 times.
There are 167 TSC features (distributed among four main groups and 13 subgroups) and
22 features from catch22, which means that there are a total of 189 features and, in turn,
189 possible ranks. Figure 5.24 shows the feature-importance-ranks box plot, where we can
infer the importance of our TSC groups (the abbreviations are the same as discussed above in
Section 5.6.1) and the catch22 feature set for the respective datasets.

We can see that none of the groups truly outshines another. Some appear to be slightly
more/less important but often also contain the worst/best ranks, and there are differences
among the datasets as well, so we might not want to drop any of them here. However, we
might also consider to only take the two IMTS datasets into account if we want our approach
to focus more on the IMTS data rather than the IMTS and the UCR data, in which case
the test group could be dropped due to its lowest importance. Since dropping feature sets
is mainly beneficial with respect to computational costs (fewer feature sets lead to fewer
method candidates) and our main goal is finding clusters in our multi-system data with the
computational costs being less relevant, we decided not to drop any feature sets at this point
and to use all of them in the next steps, i.e., F ′ = F .

5.6.2.2 Post-Processing Feature Sets

As mentioned in Section 5.3, we robustly scale some TSC features in the normalization process,
which can still occasionally lead to potentially large outliers outside the range of [0, 1]. Since
many clustering algorithms rely on the distance between the different feature values and
are thus affected by scale (and, in turn, affected by outliers), we post-process the values of
each individual feature with the following three variants, whose effects are also visualized in
Figure 5.25:

• clip01 : Clips the values to [0, 1].

• clipTan: Scales each value v with tanh(2·v−1)
2·(tanh(1)+1) . This is a non-linear transformation which

continuously reduces the spacing between values the larger those values become. Outlier
values with a magnitude of 2 or more (i.e., < −2 or > 3) will effectively be trimmed to
the interval [−0.1565, 1.1565].

• clipLog : Scales each value v above 1 with 1 + log10(v) and each value v below 0 with
− log10(|v|+1). The logarithm is not bound, so the scaled values are additionally clipped
to [−3, 4], which occurs for |v| ≥ 10000, i.e., extreme outliers. In contrast to clipTan,
values between [0, 1] stay exactly the same, i.e., the spacing is non-linearly reduced only
for values outside this range.

The features from catch22 are not normalized, so we scale the values of each individual
feature as follows:

• minmax : Scales the values to [0, 1] (normalization).

• robust : Robustly scales the values using the 5% percentile as lower bound and the
95% percentile as upper bound.

22With the exception of the group test which does not have any subgroups, the subgroups are sufficient to
get an overview, since the main groups and the entire TSC set are just aggregations thereof.
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Figure 5.24: Feature-importance-ranks box plot of the TSC (sub)groups and catch22 feature
set with a total of 189 features and thus 189 ranks, grouped by the four datasets. Abbreviations:
d = distributional, t = temporal, c = complexity, b = blockwise.
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Figure 5.25: Example of the effect of the three TSC clipping variants clip01, clipTan and
clipLog on the Original values in the range [−0.5, 1.5].

Finally, the post-processing function drop omits features with only one unique value and
features with an absolute Pearson correlation coefficient ≥ 0.95.

For the TSC groups, we now create eight variants Vtsc: no post-processing, dropping, all
three TSC clipping options and all three clipping options with additional dropping afterwards.
For the catch22 feature set, we create six variants Vcatch22: no post-processing, dropping, both
catch22 scaling options and both scaling options with additional dropping afterwards. We have
18 TSC feature sets and the catch22 feature set, which results in a total of 18 · 8 + 1 · 6 = 150
feature-set-variant combinations as input for the next step.

5.6.2.3 Clustering Labeled Data

This is the main step of the clustering method selection approach, where we obtain the ranked
list of all candidate methods we want to evaluate. With the completed feature sets F and
variants V from the previous steps, the last part of the method triplets are the unsupervised
clustering models M , where we decided to use the following five models due to their ability
to scale well with large datasets and because they have already been successfully applied in
numerous domains:

• k-means: Default scikit-learn implementation [131] with a fixed number of clusters and
a fixed random state for reproducibility.

• BIRCH: Default scikit-learn implementation [131] with a fixed number of clusters.

• Linkage: Agglomerative hierarchical clustering using the default SciPy implementation
linkage [185] with a fixed number of clusters, Euclidean distance metric and Ward’s
linkage criteria for the distance calculation between clusters.

• Linkage weighted: Same as the linkage model above but with the weighted average
linkage criteria instead of Ward’s criteria.

• Linkage weighted cosine: Same as the linkage weighted model above but with the Cosine
distance metric instead of the Euclidean distance.

We set the number of clusters to the number of classes of the corresponding datasets, which are
listed in Table 5.8 under #Classes. Now we can complete our candidate methods. First, we
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create all TSC-based methods with M × Ftsc × Vtsc, which results in 5 · 18 · 8 = 720 methods.
Second, we create all catch22-based methods with M × Fcatch22 × Vcatch22, which results in
5 ·1 ·6 = 30 methods. Third, we also create raw-based methods to see how well clustering based
on the raw time series data fares against the feature-based methods. To this end, we added
five additional methods (each of the five models with the raw data as input). In total, the
evaluation of the four labeled datasets thus comprises a total of 720 + 30 + 5 = 755 candidate
methods, and we set the significance level α to 0.01 when calculating the diff-matrices.

Due to this large number of methods, we cannot visualize the entire 755 × 755-sized
diff-matrices. Therefore, we first filter the matrices to only keep the best variant of each
method, where “best” is defined by the row-based score introduced in Equation 5.2. This
reduces the size from 755 to 95, of which we then display the top 25 methods. Figure 5.26
shows the diff-matrices for our four datasets, each containing the best 25 methods in descending
order, i.e., the best-performing method is the first row. To get more compact diff-matrix
representations, the column method names are omitted (they are identical to the corresponding
row method names when mirrored along the main diagonal of the matrices).

The results reveal several interesting aspects. For example, all five clustering models appear
among the top 25 methods in every dataset, and the default linkage model generally performed
better than its weighted and weighted cosine counterparts. The catch22 feature set managed
to get into the top 25 methods, but it was outperformed by various TSC (sub)groups, most
notably by the entire TSC feature set (tsc), which generally performed best (top-ranked feature
set in UCR and UCR-merged, sixth best in IMTS1 and second best in IMTS1). However, we
can also see that some TSC groups yielded comparable or even better results than the entire
TSC feature set despite (significantly) fewer features. For instance, the distributional group
(34 features) was the top-ranked feature set in both IMTS datasets and thus beat the full
tsc set (167 features), which can be a determining factor if computational costs are relevant.
Raw-based clustering evidently did not work when applied on our IMTS datasets,23 in contrast
to the UCR datasets, where the methods utilizing raw time series managed to perform nearly
as well as the TSC-based methods. Some readers might conclude that the variants of all
methods seem arbitrary and mixed. This is because the differences in the variants are actually
rather small in most cases, which is not visible in these reduced matrices. As an example of
such a case, Figure 5.27 shows the variant differences of the three selected models k-means,
BIRCH and (standard) linkage within the distributional feature set for all four datasets (again,
the column variants are omitted to get more compact matrix representations). In all datasets
but UCR-merged, we can clearly see that the no-post-processing variant and the drop variant
generally performed worse than the other variants. However, among these other variants,
the differences are often either rather small (absolute median ARI-difference ≤ 0.05 in the
majority of cases) or entirely insignificant. With a few exceptions, this observation can be
made throughout all different datasets, models and feature sets, where the full list of all
possible variant differences can be found in the appendix in Section D.3.1 on p. 255.

Finally, we must choose a method that we will use to cluster the unlabeled data. Just like
in the feature set importance part, we must decide which of the diff-matrices we take into
consideration for choosing this method, although the choice here has a much greater impact,
since it now is not only related to the computational costs but also to the actual clustering
performance. The type of both the evaluated datasets and the future data, which we intend
to cluster, heavily influences this selection decision. We have two general datasets (UCR and
UCR-merged) and two domain-specific datasets (IMTS1 and IMTS2). If we seek a more general
solution, we might consider all four datasets, for example, if we expect the future data and its

23In the full, unfiltered diff-matrices, the highest-ranked raw-based method only lies at position 459/755 for
IMTS1 and 360/755 for IMTS2.
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(a) Diff-matrix for dataset UCR.

lw  | tsc            | 01   
lwc | raw            |      
lwc | tsc            | 01   
b   | tsc            | d    
b   | complexity     | 01_d 
lw  | temporal       | 01   
l   | tsc            |      
lw  | distributional | 01   
lwc | distributional | 01   
b   | distributional | 01   
l   | distributional | d    
lw  | complexity     | log_d
k   | tsc            |      
b   | t_similarity   |      
b   | c_entropy      |      
b   | temporal       | 01   
lwc | complexity     | d    
l   | temporal       | d    
lwc | c_entropy      | d    
k   | distributional | d    
l   | t_dispersion_b |      
lw  | t_linearity    | 01   
b   | catch22        | m    
l   | c_entropy      | tan_d
k   | c_entropy      | d    

18 21 24 25 25 25 28 27 27 27 27 29 29 27 29 29 30 30 30 30 31 31 31 32
18 05 05 06 07 07 09 09 09 10 10 10 10 10 09 10 11 11 12 12 13 12 13
21 04 04 04 05 06 07 08 08 08 09 08 09 08 10 10 09 11 12 12 11 12 13
24 05 04 02 02 04 04 04 04 04 04 04 05 05 06 06 06 07 08 08 08 08
25 05 04 04 03 04 03 04 04 05 05 05 06 06 05 06 07 07 06 07
25 06 04 03 03 03 04 04 03 04 04 04 05 06 05 06 06 06 06 07
25 07 05 02 02 02 03 03 02 03 03 04 04 05 05 05 06 06 06 07
28 07 06 02 03 03 02 04 03 03 03 05 05 05 06
27 09 07 04 04 03 03 03 02 04 04 04 04 04
27 09 08 04 03 03 02 02 04 02 03 04 04 04 04
27 09 08 04 04 03 02 02 02 02 03 03 04 04 04
27 10 08 04 03 04 03 02 02 02 03 03 04 04 04
29 10 09 04 04 04 03 02 02 02 03 03 03 03 04
29 10 08 04 04 03 02 03 02 03 04 03 04
27 10 09 04 05 04 03 03 01 02 02 03 03 03 04
29 10 08 05 05 04 03 03 01 02 02 03 03 02 04
29 09 10 05 05 04 04 02 02 01 02
30 10 10 06 06 05 04 04 03 02 02 02 02 01 01 01 02 01 02
30 11 09 06 06 06 05 03 03 04 02 02 02 02
30 11 11 06 05 05 05 03 02 02 02 02 02 03 02 02 01 01 02
30 12 12 07 06 06 05 03 04 03 03 03 03 02 02 02 02
31 12 12 08 07 06 06 05 04 04 03 03 03 03 03 03 02 01
31 13 11 08 07 06 06 05 04 04 04 04 03 04 03 03 02 01
31 12 12 08 06 06 06 05 04 04 04 04 03 03 03 02 01 01 01
32 13 13 08 07 07 07 06 04 04 04 04 04 04 04 04 02 02 02 02 02

(b) Diff-matrix for dataset UCR-merged.
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(c) Diff-matrix for dataset IMTS1.
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(d) Diff-matrix for dataset IMTS2.

Figure 5.26: Diff-matrices for all datasets, sorted by the 25 best methods. Abbreviations:
models: k = k-means, b = BIRCH, l(w)(c) = linkage (weighted) (cosine); feature sets (cf.
Section 5.6.1): d = distributional, t = temporal, c = complexity, b = blockwise; variants:
empty = no post-processing, 01 = clip01, tan = clipTan, log = clipLog, m = minmax, r =
robust, d = drop, v_d = variant with drop. Omitted column methods = row methods.
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(a) Variant differences for dataset UCR and feature set distributional.
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(b) Variant differences for dataset UCR-merged and feature set distributional.
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(c) Variant differences for dataset IMTS1 and feature set distributional.
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(d) Variant differences for dataset IMTS2 and feature set distributional.

Figure 5.27: Variant differences for all datasets of the three models k-means (left), BIRCH
(middle) and linkage (right) in combination with the distributional feature set. Abbreviations:
empty = no post-processing, 01 = clip01, tan = clipTan, log = clipLog, d = drop, v_d =
variant with drop. Omitted column variants = row variants.
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domain to be different or more general as well. In our case, however, the goal is to find clusters
within the same infrastructure monitoring data that we used to create the two IMTS datasets,
so we decided to choose a method that particularly performed well on IMTS1 and IMTS2,
i.e., one of the top-ranked methods in Figure 5.26c and Figure 5.26d, respectively. As already
discussed above, the distributional feature set achieved the highest scores, and regarding the
clustering model, we opted for the linkage model because it performed nearly equally well
as the k-means model (the differences are negligible), but it comes with the advantage that
we can use a dendrogram for visualizing the cluster hierarchy, which is immensely helpful
when determining the number of clusters. For choosing the variant, we can look at the variant
differences of the linkage model in combination with the distributional feature set, which
we already presented in Figure 5.27c for IMTS1 and Figure 5.27d for IMTS2. Clearly, the
no-post-processing variant and the drop variant performed worse, followed by the three clipping
variants, and the best results were achieved with the three clipping options when additionally
combined with the drop variant. Among the latter three, the differences are minimal, so we
selected the variant 01_d (clipping to [0, 1] and dropping correlated features afterwards) due
to its simplicity compared to its logarithm-based and tangent-based counterparts. Our final
method for clustering the unlabeled data is thus linkage|distributional|clip01_drop.

5.6.2.4 Clustering Unlabeled Data

We can now finally cluster the unlabeled data, which is our ultimate goal. For instance, we
might be interested in the clusters within the CPU Idle (H-01) metric. We thus applied
our selected method on the 7113 time series of the IMTS1 dataset, which we collected from
606 different systems. In Figure 5.28a, the truncated dendrogram (50 splits) is shown, with
which we could identify three main clusters,24 where a representative time series sample is
plotted next to the dendrogram for each cluster. Moreover, the cluster sizes n are shown
next to these time series. We also provide the cluster averages, i.e., for each cluster, the
average µ of all n time series, which are displayed in Figure 5.28b. The results indicate that
the three clusters comprise time series that are particularly active (cluster 1), those that
have distinct patterns and shapes such as trends and seasonality (cluster 2), and those that
appear to have many (potentially significant) spikes (cluster 3). The authors of [204] and [142]
manually observed such a threefold classification as well, but in our case, this distinction is
within a single metric. The cluster sizes are different but without any major outliers: The
largest cluster 1 has 2934 time series (41%), cluster 2 has 2622 time series (37%) and the
smallest cluster 3 has 1557 time series (22%). More interesting are the multi-system statistics:
In cluster 1, there are time series from 443 systems (73%), cluster 2 contains 422 systems
(70%) and cluster 3 contains 352 systems (58%). We can also calculate the cluster-overlap
distribution: 194 systems (32%) appear in only a single cluster, whereas the time series of
213 systems (35%) are distributed among two clusters, and the remaining 199 systems span all
three clusters. The Venn diagram [184] in Figure 5.28c shows these statistics in more detail.
Overall, these are interesting findings since we successfully identified three main CPU clusters
and obtained their system distributions, which we could now use for developing cluster-based
tools and models that could then be applied in the multi-system environment.

We present another example, where we clustered the 7176 time series of the Memory
Available % (H-07) metric of the IMTS1 dataset. Again, we could identify three main clusters,
albeit of different types. Figure 5.29 shows that cluster 3 still represents spiked data, but
clusters 1 and 2 both contain distinctly shaped time series, where those of cluster 2 appear to

24More (detailed) clusters can be obtained by cutting the dendrogram at a lower distance threshold (x-axis).
Our primary focus was to get a general overview, so we deliberately tried to extract (few) main clusters.
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(c) Venn diagram showing the distribution of the 606 systems.

Figure 5.28: Various results obtained when clustering the 7113 CPU Idle (H-01) series of the
IMTS1 dataset into three clusters. The respective cluster sizes are denoted by n, and all time
series contain 20160 data points (two weeks in one-minute resolution, ranging from 22.01.2018
00:00 UTC to 04.02.2018 23:59 UTC).

be much smoother. Furthermore, the cluster sizes are now significantly different: Cluster 1
consists of 1755 series (25%), in contrast to clusters 2 and 3 that contain 4895 (68%) and only
526 time series (7%), respectively. We thus decided to split the clusters further by cutting the
dendrogram at a lower distance threshold, which ultimately resulted in a new clustering with a
total of six clusters.25 In Figure 5.30, the corresponding dendrogram (with representative time
series) and the six cluster time series averages are shown. The new cluster 6 represents the
same 526 spiked time series as previously cluster 3, but the five new clusters covering the other
6650 series allow more insights into the previously rather similarly looking clusters 1 and 2.
For instance, we can see that the new clusters 4 and 5 contain time series with a downward
slope, clusters 1 and 3 appear to have more pronounced seasonal or periodic patterns, and
cluster 2 can be interpreted as the remainder without any significant characteristics (white
noise signal), which is comparable to cluster 6 but without the spikes.

Increasing the number of clusters does not always help, as the following example shows.
We first separated the 2259 time series of the Disk Available % (D-03) metric of the IMTS2
dataset into two clusters, whose time series averages are displayed in Figure 5.31. Clearly,
the two cluster do not seem to be much different, so we again checked different numbers
of clusters up to six, where the final dendrogram (with representative time series) and the
six cluster averages are shown in Figure 5.32. Clusters 2, 4 and 6 are distinct (to a certain
degree), but the other three clusters still exhibit hardly any differences. Using other features
than the distributional ones, for example, all of our TSC features, can yield better results, as
already the first three main clusters look significantly different, which is shown in Figure 5.33.
Possible reasons behind this is the fact that we did not have perfect historical data available
when selecting our method (we created the labeled data ourselves), so deviations and cluster
differences are to be expected. Furthermore, just like the distributional features, the TSC
group was among the top-performing feature sets as well, so its performance here is not too
surprising. Lastly, since clustering is highly dependent on the data, it could easily be the case
that some distinctive characteristics of this particular unlabeled dataset can only be captured
using the entire set of TSC features.

25We consecutively tried lower distance threshold to create four, five and lastly six clusters, where the results
of the latter looked most promising.
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(a) Dendrogram (left) and representative time series (right) for the three identified clusters.
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(b) Cluster time series averages.

Figure 5.29: Various results obtained when clustering the 7176 Memory Available % (H-07)
series of the IMTS1 dataset into three clusters. The respective cluster sizes are denoted by n,
and all time series contain 20160 data points (two weeks in one-minute resolution, ranging
from 22.01.2018 00:00 UTC to 04.02.2018 23:59 UTC).
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(a) Dendrogram (left) and representative time series (right) for the six newly identified clusters.
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(b) Cluster time series averages.

Figure 5.30: Various results obtained when clustering the 7176 Memory Available % (H-07)
series of the IMTS1 dataset into six new clusters. The respective cluster sizes are denoted by
n, and all time series contain 20160 data points (two weeks in one-minute resolution, ranging
from 22.01.2018 00:00 UTC to 04.02.2018 23:59 UTC).



Evaluation 179

1.0

0.5

0.0

0.5

Cl
us

te
r 1

(n
 =

 1
99

0)

1.0

0.5

0.0

0.5

Cl
us

te
r 2

(n
 =

 2
69

)

Figure 5.31: Cluster time series averages for the two identified clusters within the 2259 Disk
Available % (D-03) series of the IMTS2 dataset. The respective cluster sizes are denoted by n,
and all time series contain 40320 data points (four weeks in one-minute resolution, ranging
from 15.07.2019 00:00 UTC to 11.08.2019 23:59 UTC).

In conclusion, we showed that clustering using one of the top-performing methods from the
labeled data evaluation yielded promising results and interesting insights for various unlabeled
datasets (the results for all remaining datasets (cf. Table 5.5) can be found in the appendix in
Section D.3.2 on p. 255). Our approach is based on a full model selection [132] with machine
learning models, feature sets and post-processing variants, and is then applied to the problem
of clustering, i.e., unsupervised machine learning, which has not yet been a strong focus in
research. Furthermore, we presented clustering results of infrastructure monitoring data from a
real-world, multi-system environment, where, to the best of our knowledge, we are among the
first to present such detailed insights. These results could then be the basis for the development
of cluster-specific tools, thereby leveraging our multi-system environment, where we could not
only benefit from (sufficient) data of different systems but also from the fact that such tools
could potentially be applied to all systems that are part of the corresponding clusters.

5.6.2.5 Run-Time Cost Model

If users are not only interested in the clustering quality but also in the computational costs
of the evaluated candidate methods, they can additionally utilize our run-time cost model.
In our approach, we measure the absolute run-time costs, so all following results are highly
dependent on the concrete machine used for clustering. We decided to only present the UCR
dataset here, which suffices to show that our run-time cost model can successfully be used to
investigate both the clustering quality as well as the computational costs. For our candidate
methods, we opted for the same five clustering models introduced in Section 5.6.2.3, which
we evaluated on both the raw time series data as well as on feature-based representations.
As feature sets, we decided to run all of our TSC groups with their eight variants listed in
Section 5.6.2.2, i.e., we created 5 · 18 · 8 = 720 feature-based methods.26 In combination with
the five raw-based methods, we thus evaluated a total of 725 methods.

Our approach requires to specify the number of repeated runs r as well as both the lower and
upper percentile-based thresholds pl and pu to determine the robust run-time measurement r̄
for each method. To get reliable results, we set them to r = 30, ql = 10% and qu = 90%

26The feature set catch22 from the previous evaluation only works on Unix-based systems. Unfortunately, no
such system was available at the time of testing, which is the reason why catch22 is not evaluated here.
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(a) Dendrogram (left) and representative time series (right) for the six newly identified clusters.
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(b) Cluster time series averages.

Figure 5.32: Various results obtained when clustering the 2259 Disk Available % (D-03)
series of the IMTS2 dataset into six new clusters. The respective cluster sizes are denoted by
n, and all time series contain 40320 data points (four weeks in one-minute resolution, ranging
from 15.07.2019 00:00 UTC to 11.08.2019 23:59 UTC).
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(a) Dendrogram (left) and representative time series (right) for the three identified clusters.
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Figure 5.33: Various results obtained when clustering the 2259 Disk Available % (D-03)
series of the IMTS2 dataset into three clusters using the entire set of TSC features instead
of the distributional feature set. The respective cluster sizes are denoted by n, and all time
series contain 40320 data points (four weeks in one-minute resolution, ranging from 15.07.2019
00:00 UTC to 11.08.2019 23:59 UTC).
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(average of the middle 80% of 30 measurements). As the clustering quality evaluation metric,
we once again used the adjusted Rand index (ARI). All evaluation runs were executed on a
machine with an Intel Xeon E3-1245 v3 3.4GHz processor with four physical cores and eight
threads, and 16GB of main memory. The implementations were written in Python 3.6.10,
where the required libraries had the following versions: SciPy 1.4.1 [185] for the linkage model,
scikit-learn 0.22.1 [131] for the implementations of k-means, BIRCH and the ARI metric,
pandas 1.0.3 [140, 117] and NumPy 1.18.1 [73] for general data handling, joblib 1.14.1 [176]
for parallel execution contexts, and tsfresh 0.15.1 [35], nolds 0.5.2 [151] and arch 4.13 [167] for
our TSC implementation.27

Figure 5.34 shows the results of all 725 methods for four selected UCR datasets via the
quality-cost trade-off graphs, where all run times are measured in seconds. Each dataset is
specified with the number of samples n it contains, i.e., the number of individual time series,
and how many data points t such a time series consists of. This allows us to quickly see how
fast the different methods executed with respect to the input data size, which can be seen
in both the graph and its corresponding table that contains the Pareto front methods. For
demonstration purposes, we set up some quality and cost thresholds28 to focus our search for
the best methods only on the relevant methods. For example, we can drastically reduce the
methods down to 20 for dataset ElectricDevices (cf. Figure 5.34a), and the Pareto front further
reduces them to eleven. These eleven methods are then the methods of interest, and we can
now analyze how well they performed in terms of clustering quality and computational costs.
If we select the complexity feature set, we get the best ARI but at the cost of the highest run
time. If we can live with a small decrease in clustering performance, the entropy group yields
much lower run times, especially if we opt for the k-means model. We might also choose the
blockwise distributional dispersion feature set in combination with the k-means model, which
has the lowest ARI but is significantly faster in return. Regarding run-time performance, the
variants do not matter much (differences around 0.02 seconds). The other three UCR datasets
yield comparable results (with different relevant methods) and can be interpreted analogously.
Ultimately, it is up to the users whether quality or run-time cost is more important and which
methods they choose in the end.

5.7 Discussion

In this section, we initially discuss some general aspects and then continue with the lessons we
learned while working on this project. Afterwards, we list problems and limitations of our
approach and finish with potential threats to validity.

The first point of discussion is the creation of our feature sets. We proposed the time series
characteristics (TSC) groups and subgroups, but of course, any kind of feature sets can be
used. For example, we could create our own sets based on the TSC features in combination
with their feature importance. Rather than redistributing the feature importance results
back to their original TSC groups to obtain their merged importance, we could also simply
use the n most important individual features and form a new feature set, which would then
contain a mixture of features from various TSC groups. In this case, we would lose the group
assignment that we carefully contrived, but if one is not interested in these groupings, then
such an importance-based feature set could be an interesting idea for future work.

27See also https://github.com/cdl-mevss-m3/Time-Series-Characteristics.
28In our case, we selected arbitrary thresholds. Of course, in a real-world scenario, these thresholds should

be chosen based on specific quality and performance criteria.

https://github.com/cdl-mevss-m3/Time-Series-Characteristics
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(a) Quality-cost trade-off graph for UCR dataset ElectricDevices (number of samples n = 16637, time
series length t = 96). The lower quality threshold (qt) of ARI ≥ 0.3 and upper run-time cost threshold
(ct) of r̄ ≤ 100s result in 20 relevant methods (highlighted with yellow background), whose Pareto
front (eleven methods) is listed in the table.
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Figure 5.34: Quality-cost trade-off graphs and corresponding tables listing the Pareto front
of the 725 evaluated methods for various UCR datasets. In the tables, M and RT are short
for Model and Run Time. All run times are measured in seconds.
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Another point is the fact that our diff-matrix does not show the absolute evaluation metric,
e.g., the actual adjusted Rand index (ARI), so we do not know how well the methods performed
in absolute terms but only in comparison to each other. While we could easily provide an
additional table or figure that shows these absolute scores, we argue that this is not necessary
at that stage. The primary goal of the diff-matrix is to show differences between methods
to determine which ones performed better and which ones worse. Knowing the absolute
evaluation metric would not change this ranking. Furthermore, the absolute scores are of little
use, unless the labeled data contains the same clusters (e.g., historic data) that we seek in
the unlabeled data, which could then serve as a performance estimate that we expect for this
unlabeled data.

Lastly, we note that clustering is not limited to the data we used in selecting the best
methods. In principle, we can use all kinds of data, since we did not train any model where the
test data must match accordingly, e.g., such as in prediction and classification tasks. However,
we should choose to cluster at least similar data (same domain, equally long time series), or
otherwise, the selected method would lose significance. In other words, if we try to cluster
completely different data than we used in the method selection process, we can no longer
assume that the best-performing methods should also work here.

5.7.1 Lessons Learned

In the following, we present various lessons that we learned and general insights we gained
when applying our approach on the UCR and IMTS datasets.

Clustering is feasible and beneficial in a multi-system environment. This is arguably the
core lesson as clustering was the primary goal of our work. We showed that using time series
characteristics enables us to extract useful cross-system clusters, which can then be the input
for more detailed analyses and multi-system tool development. For example, we could develop
a sophisticated multi-system forecasting and baselining model (for modeling the default time
series behavior), where our findings can be a valuable starting point. For instance, given
the results shown in Figure 5.28, we could create three specific models for the three default
behaviors and continue to integrate forecasting models, each designed to best fit the time series
of the respective clusters [9]. Such a tool could then be used throughout the different systems
without having to explicitly develop a separate tool for each of the hundreds of software
systems. Another possibility would be to create simple models for those systems which reside
only within a single cluster, as can be extracted from the Venn diagram in Figure 5.28c.

Features outperform raw data in terms of clustering quality. For the IMTS datasets, the
results in Figure 5.26c and Figure 5.26d clearly indicate the superiority of feature-based time
series clustering. Of course, raw-based clustering can work for other datasets such as the UCR
time series archive (cf. Figure 5.26a and Figure 5.26b), where the best raw method was only
outperformed by the full TSC group and the temporal group. Moreover, clustering raw data can
potentially lead to significantly longer run times due to no dimensionality reduction, especially
for longer time series. Consider the length of the feature vectors used by the various machine
learning models: Given the IMTS2 dataset, for example, the vector of the distributional group
has a length of 34, compared to 40320 of the raw vector. However, it must be noted that
the computational costs heavily depend on the selected clustering models and the (possibly
expensive) features that should be calculated. Our run-time cost model can be helpful in this
regard to obtain a concrete assessment.

Feature groups help to understand time series/cluster properties. Our TSC groups (cf.
Table 5.1) assist engineers in quickly analyzing properties of time series or even entire clusters.
For the UCR dataset BirdChicken, for example, Figure 5.23 immediately reveals which groups
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have a high impact and which ones are less important, and we can easily determine the
differences and variances between classes/clusters. In contrast, simply having an unorganized
set of features (or raw data altogether) is far less convenient and requires engineers to put
much more time into gaining valuable insights from the results.

Finding the best methods requires domain as well as run-time cost considerations. With
the countless number of machine learning models and their parameterizations, time series
features and post-processing options that are at our disposal, running all possible combinations
is infeasible. We thus have to limit what we apply our approach on, which heavily depends
on both the domain of the data as well as on the ultimately chosen models and features. In
our case, we only chose five clustering models in combination with selected sets of features
(TSC groups, catch22, raw data), and we still ended up with 755 methods that we needed to
evaluate. Our approach includes the analysis of feature importance, which can be helpful to
potentially drop some irrelevant feature sets. However, there is no guarantee that any feature
sets can be excluded in this step, so the initial choice of models and features is still essential
to keep the run times manageable, even more so if (unlike in our evaluation) computational
costs are critical, especially with increasingly large data sizes or changes in data patterns and
characteristics that require a reevaluation.

5.7.2 Problems and Limitations

The requirement of labeled data can be problematic when such data is not available, which,
unfortunately, is often the case in real-world scenarios. As mentioned in the approach and
evaluation, we do provide alternatives to cope with this issue (generating labeled datasets
ourselves by merging different time series sources, using publicly available labeled datasets),
but as next steps, we should focus on an approach that can work solely with unlabeled data.
Instead of the supervised random forest feature importance, we could look into unsupervised
feature selection [53, 173], and we could replace the external evaluation metrics with internal
evaluation metrics (cf. Section 2.4.4.1 on p. 23). On the other hand, this does come with
additional challenges such as no longer knowing the ground truth, which makes the comparison
of methods more difficult.

Our current approach is computationally expensive, since we need to run the full set of
candidate methods on all selected datasets. This limits the overall capabilities because, for
example, if we have limited hardware resources, we simply cannot include more models or
different model parameterizations due to excessive run times, even if we wanted to. The
concept of meta-learning [133, 183], whose goal is to learn from previous performances and
transfer the results to new data and settings, could be a promising topic in future work.

Three limitations must be considered when using our run-time cost model approach. First,
the run times are only valid on the specific machine they were measured on, which means
that this machine should then also be the one where future data is expected to be clustered.
Otherwise, the run-time costs can be misleading.29 The second point is the fact that measuring
the run times of all candidate methods takes a significant amount of time itself, especially
since we require multiple executions due to our robust measurement strategy. However, this
can be done offline until a reevaluation is necessary. Lastly, the run-time cost model only
measures how long it takes to cluster the entire data batch and not how long it takes to assign
a new sample to an existing clustering (which is not even possible for some clustering models,
such as the hierarchical clustering algorithms). Hence, it is important what the users want to

29They might still be relatively comparable, i.e., judging which methods executed slower/faster than others,
but even this is limited when the hardware and software components are different (parallelization, available
memory, operating system, library versions).



188 Time Series Clustering

accomplish. If they just want to get clusters for a batch of data, e.g., every one or two weeks,
then this is perfectly fine. If they want to repeatedly cluster incoming time series, then the
run-time cost model is possibly not applicable anymore because we would most likely use a
clustering model that can be updated (e.g., k-means) to avoid re-clustering the entire data
every time a new time series comes in. In such a case, the run-time measurements are not
valid anymore because we would now need the time to update the model rather than the time
it takes to cluster the entire data. We could extend our run-time cost model in future work to
also support such a scenario.

5.7.3 Threats to Validity

We use a supervised random forest for selecting feature sets as guidance for the unsupervised
clustering. We argue that the most informative features selected by the random forest should
be informative for the clustering as well, since it tries to find those features that best separate
the labels, i.e., the clusters. This is essentially the same idea in the unsupervised approach,
where, for instance, some distance measure is used for separating the clusters, and clearly
separable features should be clearly separable in distance as well. In the majority of the cases,
our evaluation results support this claim when cross-analyzing the feature importance ranks
in Figure 5.24 and the diff-matrices in Figure 5.26. For instance, the feature group temporal
similarity was ranked as important for the UCR-merged dataset, and it was then among the
top-performing methods (cf. Figure 5.26b). However, there are a few, scattered exceptions,
so we should look into alternative feature importance assessments, such as incorporating
unsupervised feature selection algorithms as already mentioned above.

Relying on the labeled data for the method ranking with respect to how our labeled
datasets are created is another point of discussion. In the preparation phase, we merged the
time series of different monitoring metrics and assigned labels according to these metrics to
obtain our IMTS datasets. Two arguments against this procedure could be that the metrics are
too similar, and that we then try to identify clusters within a single metric and not the merged,
multiple metrics. We already discussed parts of this earlier (cf. Section 5.5), where we pointed
out that we deliberately selected drastically different metrics precisely to avoid the issue of
similar metrics that would indeed be problematic, since they are much more difficult to separate
again. Regarding the second argument, we emphasize that we only want to identify those
methods that should at least be able to separate the merged (sufficiently different) metrics, i.e.,
we try to find methods with a good “separation capability” or “pattern/cluster identification
ability”, which we expect to also work when clustering the unlabeled, single-metric data. Other
than that, there are no connections to the labeled, multi-metric data. Most notably, no
form of model training takes place, where we would then apply such a trained model on the
single-metric data afterwards. Naturally, the ideal scenario would be the access to already
(manually) labeled, historic data of exactly the same type as the unlabeled data that we want
to automatically cluster, in which case we would not need the merged, multi-metric dataset in
the first place.

The selected models, features and variants represent not only a limitation but also a possible
threat to validity, since we might have excluded some combinations that could potentially have
performed much better and/or yielded different results. The variants are the least important
part, as we showed in the evaluation that there are only small differences (if any) in most cases.
For the features, we gathered a carefully chosen set of time series characteristics (TSC) from
literature that cover various properties (represented by our groups and subgroups), and we
compared them to a state-of-the-art feature set (catch22), which corroborated their classification
as well as clustering performance. Thus, we are confident that our TSC groups are sufficient,
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especially when considering that merely adding more features does not necessarily result in
significantly improved performance [110]. Regarding the clustering models, we opted for a
reduced set of five models (k-means, BIRCH and agglomerative clustering in three variations).
We chose these models because they have successfully been applied throughout related work
and because of their scalability when clustering large quantities of data. Nonetheless, many
more clustering algorithms exist, and also hyperparameter tuning can make a drastic difference,
both of which we should evaluate and investigate in future work.

Lastly, we discuss external threats to validity. Our main evaluation was performed on
the two IMTS datasets, i.e., industrial monitoring data from our industry partner, so the
results are not generally applicable since they heavily depend on the domain, characteristics
and properties of this data. Hence, we cannot assume that the clustering methods identified
by our automatic method ranking approach can be used for clustering arbitrary time series
data. However, we additionally showed that the approach can work with other data than our
IMTS datasets as well, namely when clustering data from the UCR archive, which contains
time series from a variety of domains. While there were some overlaps (e.g., the full TSC
feature set performed well in all datasets), the UCR evaluation also resulted in some different,
top-ranked methods (e.g., methods based on the raw data or other TSC groups), i.e., methods
more suited for the UCR data. Considering this comprehensive and diverse evaluation of both
the IMTS and the UCR data, we are confident that our approach can be applied in different
scenarios and environments as well.

5.8 Related Work

Clustering is a large and active field of research, so we focus on the most relevant topics.
We start with features and characteristics that can be extracted from time series, continue
with automatic clustering selection approaches, then present work on analyzing real-world,
industrial (software) systems, and lastly, we talk about literature related to run-time costs.

5.8.1 Features for Time Series

Clustering and classifying time series has caught the interest of many researchers, both
regarding raw-based as well as feature-based approaches [3]. In 2006, Wang et al. [187]
presented 13 features for clustering time series. Their feature set included trend, seasonality,
periodicity, serial correlation, skewness, kurtosis, chaos, non-linearity and self-similarity, which
they calculated for both raw and trend plus seasonally adjusted data. The authors of [64]
introduced a large collection of time series analysis operations containing about 1000 distinct
features (over 9000 with different parameterizations) to identify structures within a diverse
set of time series data across multiple domains. Two of these authors then continued with
this work by applying the features in a classification scenario using 20 UCR time series
datasets [63], and they published their Matlab-based framework hctsa for calculating those
features [62]. Fulcher then also presented an overview of feature-based time series analysis [61].
Since the thousands of features of hctsa can be confusing and computationally expensive, the
authors of catch22 [110] reduced them to a set of 22 minimally redundant features, which still
provide a strong classification performance, based on the UCR datasets. They decreased the
computational time by a factor of 1000, while only reducing the average classification accuracy
by about 7% and obtaining equally good results as Hyndman et al. [82]. Christ et al. [36, 35]
presented the Python-based framework tsfresh, whose goal is to extract over 60 time series
features (more than 1200 with different parameterizations). Another collection of features for
classification purposes was introduced by Baldan and Benítez [8]. Besides listing a total of
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41 different features, the authors also assigned them to two groups (ten complexity measures
such as entropy, and 31 representative features such as autocorrelation and linearity) to aid
interpretability. While this is a step in the right direction, we provide a full grouping into
four main time series properties, which we split into even more detailed subgroups that allow
us to analyze and utilize specific properties and characteristics. Furthermore, we selected a
diverse and representative set of time series features based on multiple literature sources that
already showed their effectiveness, all without being overwhelmed by thousands of features
with respect to data analysis complexity as well as computational costs.

5.8.2 Automatic Clustering Selection

In this section, we discuss automatic filtering and selection approaches of both models, features
and combinations thereof. Three of the above research groups not only introduced a set of
features but also included a feature selection process. Wang et al. [187] proposed a greedy
forward search for feature selection, tested their approach on the (old) UCR datasets, two
synthetic datasets and a real-world dataset, and reported good clustering results. Fulcher
et al. [64] filtered their 9000 features by removing redundant ones with the help of k-medoids
clustering (similar to k-means but with medoids as cluster centroids), where they managed to
reduce the number of features to 200 with a negligible increase in variance when clustering
a mixed set of time series data. Christ et al. [36, 35] added an automatic feature selection
based on statistical tests and labeled data. The problem of choosing the right algorithm for
a given task was already formulated in 1976 by Rice, who called it the algorithm selection
problem [143]. In the machine learning community, this was translated into a more general
model selection problem, and much research focused on creating automated machine learning
(AutoML) pipelines, which incorporate data cleaning, feature selection, model selection and
hyperparameter optimization [75]. However, these tools are designed for classification and
regression tasks, which means they are not applicable to clustering problems. Nevertheless,
some experiments have been conducted with respect to the unsupervised model selection. In the
area of gene expression data, the authors of [87] investigated the effect of 15 distance measures
(ten correlation-based, four standard distance-based, five tailored to short gene time series)
and four clustering models (k-medoids, three hierarchical variants) on 52 microarray datasets,
containing both labeled and unlabeled data. For the former, they used the adjusted Rand
index (ARI) for evaluating the performance, and for the unlabeled data, they calculated the
Silhouette score. Mori et al. [123] automatically selected the best among five distance/similarity
measures by training a classifier on the characteristics of labeled time series databases (e.g.,
number of time series, global shift and trend), given the performance of 15 parameterizations
of k-medoids and four hierarchical clustering variants. They evaluated their approach using
45 UCR datasets and 555 synthetic datasets. In contrast, our approach identifies and ranks
the best raw-based as well as feature-based clustering methods, i.e., we investigate clustering
algorithms, features and variants (post-processing) as a full model selection approach [132].

5.8.3 Analysis of Industrial Systems

The majority of literature regarding the analysis of industrial, real-world (software) systems
can be found in the area of workload characterization [29]. Much work focuses on the public
trace datasets from Google [83, 141] (25 million tasks running on 12500 hosts over a period
of one month in five-minute resolution) and Alibaba [70] (for the 2017 trace: 1300 machines
over a period of twelve hours in different resolutions), and many researchers and practitioners
evaluate their own (often private) datasets. However, to the best of our knowledge, no work
contains such detailed feature-based clustering as proposed in this thesis.
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5.8.3.1 Statistical Analysis

The following work mostly focuses on presenting statistical results, which provide detailed
insights into global data characteristics. In [17], thousands of servers from different data
centers hosting numerous enterprise-sized customers were analyzed. They extracted two years
of monitoring data covering CPU, memory, disk, file system and network metrics, and, among
others, presented various statistics such as total average resource utilization, average utilization
across the 2-year period (monthly resolution), including groupings into customers or data
center locations (countries). The work in [18] is an extension, where they focused on resource
characterization of CPU, memory and disk metrics, and presented detailed statistical insights
including cumulative distribution functions as well as correlations between resources. The
authors of [166] analyzed data in five-minute resolution collected from two traces, one with
1250 virtual machines (VMs) over a period of one month, and another one with 500 VMs
over a period of three months. The data traces included various CPU-, memory-, disk- and
network-related metrics. They included several statistical evaluations, ranging from global
measures (mean, median, standard deviation, etc.) and multiple cumulative distribution
functions to evolution over time and correlation analyses to check resource dependencies.
In [109], the Alibaba trace data was analyzed and various results, ranging from CPU and
memory plots for each individual machine to merged utilization evolving over time, were
presented. The paper presented in [39] characterizes the workload from Microsoft Azure.
These characteristics were used for learning and prediction, which could then be utilized by
resource manager systems, e.g., for sophisticated scheduling. Di et al. [50] investigated the
differences between cloud and grid workloads by using the Google cluster trace and data from
multiple grid/HPC (high performance computing) systems. They presented various job-related
statistics and also global analyses on CPU and memory usage. Zhang et al. [203] also analyzed
the Google cluster trace data and studied global statistics on CPU, memory and disk metrics
for each compute cluster.

5.8.3.2 Applied Clustering

We continue with work on real-world systems where some sort of clustering was applied.
Thalheim et al. [179] presented Sieve with the goal to get actionable insights from various time
series metrics (CPU, memory, disk and network, etc.) that were collected from components
of a distributed system. The framework consists of a metrics reduction part and a metrics
dependency extractor. For each system component, k-Shape clustering [129] is applied in the
reduction part on the raw data to create groups of similar time series. A representative metric is
picked from each such group, which is the input for the extraction part. Based on experiments
on the authors’ applications, they stated that seven clusters per component were enough,
considering that each component provided up to 300 different metrics. Besides global statistical
evaluations, the authors of [88] also investigated clustering based on CPU and memory metrics
of the server machines in the Alibaba trace data. Using k-means, they could identify seven
different machine types. Streiffer et al. [174] proposed the tool Minerva, whose main purpose
is clustering time series that were collected from components of a microservice-based system,
extracting causality and finally making predictions of time series to detect anomalies. In the
clustering step, the authors grouped all metrics into similar clusters with k-Shape. Afterwards,
only the cluster centroids were used for subsequent processing, which drastically reduced
computational costs. Canali and Lancellotti [30] also utilized cluster representatives to limit
the amount of their data, which comprised eleven infrastructure monitoring metrics (CPU,
memory, disk, network) of 110 VMs in five-minute resolution. For each VM, the authors first
calculated the correlation between all its time series and then applied k-means clustering to
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obtain groups of similar VMs based on these correlation values. The authors of [92] also created
clusters of similar VMs using CPU utilization time series data with the goal to predict the
workload of individual VMs. In contrast to many other papers, they did not use unsupervised
machine learning but proposed a new co-clustering algorithm which determines similar VMs
according to the variation-based consistency measure. They evaluated their approach on the
data of 1212 VMs and identified 98 co-clusters, of which 65 were predictable. Xue et al. [197]
introduced PROST, a tool to predict workload time series that were collected from large-scale
data centers. To reduce the amount of data before the prediction, clustering is first performed
on the raw time series (either with dynamic time warping or correlation-based clustering),
followed by removing multicollinearity to obtain a set of representative signature series. The
goal of Sibyl [208] is host load prediction, but again, to reduce dimensionality beforehand
and drop irrelevant metrics, the authors used k-Shape to create clusters of similar time series
from a total of 17 different monitoring metrics of 176 machines. Using k-means, the authors
of [165] determined workload clusters within two datasets (CPU, memory, disk, network for
the trace in [166], and task duration, CPU, memory, disk for the Google trace data), which
they then set as ground truth for workload classification. Gupta et al. [72] combined system
log information and performance metrics for anomaly detection. They first detected context
patterns (states of a machine) with k-means and the log data, which they separated further by
identifying metric patterns, for which they used a modified k-means algorithm that clusters
metrics based on the similarity of their top k components obtained by a principal component
analysis. Shortly before the release of Google’s large trace data, Chen et al. [34] analyzed a
smaller subset (only 375 minutes available, monitored metrics only contain used CPU cores and
memory per task). They could extract eight job clusters based on 14 normalized characteristics
(including extracted statistics on used CPU cores, memory and the memory-core-ratio). As
an extension of [50], Di et al. [49] applied an optimized k-means algorithm on the Google
trace data on the granularity of applications. Besides clustering task events according to
their task statistics, they also identified workload clusters using the mean CPU workload
and mean memory workload. The majority of the above work utilizes clustering based on
the raw time series data. We, on the other hand, additionally provide an in-depth clustering
based on features and present detailed results of several infrastructure monitoring time series
from multiple, independent software systems, where we also focus on statistics specifically
addressing this multi-system environment.

5.8.4 Run-time Costs

While there exist numerous approaches on improving the efficiency of existing algorithms,
models and feature calculations themselves, the explicit comparison of the run-time costs
in combination with clustering quality of a set of candidate methods as we propose in this
thesis has not yet been focused on. However, meta-learning [133, 183], i.e., learning from
previous performances and transferring the results to new scenarios, has caught the interest
of some researchers. For example, the authors of [23] proposed the Adjusted Ratio of Ratios
(ARR) metric that ranks algorithms based on their accuracy as well as run-time costs,
which they then incorporated into a meta-learning approach for selecting learning algorithms.
Later, Abdulrahman et al. [2] presented further improvements to exclude redundant and
non-competitive algorithms. Hutter et al. [80] created so-called empirical performance models
for predicting the run time of various machine learning algorithms and their parameterizations,
given various input feature sizes and sample sizes. Since our current run-time cost model requires
a full evaluation of all methods and all datasets, meta-learning seems to be a promising topic
in future work, where we could predict both the clustering quality as well as the computational
costs, which would significantly speed up our approach.
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5.9 Outlook

There are many ways how we could improve our feature-based time series clustering selection
approach. As already mentioned in the discussion section (cf. Section 5.7), the most pressing
matter would be the adaptation to purely unlabeled data, i.e., changing our supervised feature
importance as well as external evaluation metric diff-matrix comparison to techniques that do
not require labeled data. Moreover, we could test much more methods, namely by analyzing
different hyperparameters of the clustering models and, more generally, by evaluating further
unsupervised algorithms (based on features as well as raw time series data), so we get even
better insights into how well each method performs and which ones work best for the data
of interest. Since increasing the number of methods naturally increases the time required for
their evaluation, a logical next step would be to look into meta-learning as discussed above,
which would also greatly benefit our current run-time cost model. The run-time cost model
itself could also be extended to support online clustering updates in addition to the offline
batch processing. With this outlook, we conclude the third and final part of this thesis.
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Chapter 6

Conclusion

In this thesis, we presented our work on three major topics in the area of a multi-system
environment (provided by our industry partner Dynatrace), where each system is independent
of each other and consists of various components where data such as events, component
properties and time series are collected. Analyzing such multi-system data can potentially
yield advantages and reveal interesting insights, which includes coping with insufficient single-
system data, combining and merging data across multiple systems, and identifying common
multi-system patterns. Despite these promising benefits, research on data analysis and error
analytics in such a multi-system environment is still lacking, which is why the main focus of
this thesis was the analysis of multi-system data.

Our first part covered a topology-driven process crash analysis approach, where we investi-
gated how process crash events and software technologies running on these processes could be
related. To this end, we recorded how often such technologies crashed during their lifetime
and how often they did not crash, which is stored in our so-called software technology tuples.
Afterwards, we aggregated the results of all recorded systems and ranked the tuples based on a
custom metric that rewards tuples that crashed often and in many systems. Leveraging crash
properties such as the occurred exception, we analyzed the top-ranked tuples by grouping
the tuples’ crashes first according to the selected property and then the systems where the
crashes occurred. This revealed common crash properties across multiple systems, where fixing
a potentially common root cause could benefit all affected systems. Our evaluation of over one
year’s worth of monitoring data from 500 software systems yielded promising results. However,
we did not have access to more detailed crash properties (e.g., library versions or stack traces)
to enhance our approach.

Therefore, we decided to include the time series data in the second part of the thesis, where
we introduced a multi-system event prediction approach. We wanted to investigate if certain
performance-related events (service slowdowns) can be explained by infrastructure monitoring
time series (CPU, memory, disk and network metrics), which, in turn, would mean that such
events could be predicted solely based on these time series. We thus developed a sophisticated
data preprocessing framework to extract the complex multi-system event and time series data,
and then we trained various (single- and multi-system) supervised machine learning models
using data from 57 different software systems covering a monitoring period of 20 days. In the
testing phase, we started with a first (balanced) evaluation to see whether the service slowdown
event prediction can work in the first place. After promising initial results, we continued with
real-world testing scenarios with drastically unbalanced data, where we observed a significant
drop in prediction performance. Further investigations (data augmentation and synthetic
data) revealed that our event prediction approach unfortunately suffers from an upper bound



196 Conclusion

performance limit when applied within such real-world testing scenarios, and that our initial
experiments already yielded poor results when addressing the data imbalance, indicating the
possibility that the infrastructure monitoring time series might just not contain enough or the
right information to explain service slowdowns.

In the third and last part of the thesis, we thus decided to drop the events and to solely
focus on the time series data. We presented a feature-based time series clustering approach,
whose main objective is to rank a set of candidate methods, where a method represents a triplet
of an unsupervised clustering model, a feature set and options how to post-process the features.
We also introduced our own feature sets, namely the time series characteristics (TSC), where
we carefully collected various features from related work and assigned them to groups according
to which properties of time series they represent. Given labeled datasets, our approach yields
so-called diff-matrices, where we can easily visualize how well all candidate methods performed
in comparison to each other, which allows us to select one of the best-performing methods
for clustering the unlabeled data. In the evaluation, we included both the UCR time series
archive as well as two infrastructure monitoring time series datasets from our industry partner
(one with over 30000 time series from over 600 different software systems over the period of
two weeks, the other with over 8000 time series from eight Dynatrace-internal systems over a
period of four weeks), and we obtained several promising and interesting results, especially
when analyzing the system distribution within the discovered clusters. As an addendum, we
also presented a run-time cost model, where users can not only choose the best-ranked methods
according to the clustering quality but also to their run-time costs, which is often important
in real-world scenarios.

There are still plenty of different topics and challenges in our multi-system environment
waiting to be discovered and researched, but this would simply go beyond the scope of a single
project. With this closing remark, we thus conclude this thesis.
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Appendix A

Background

In this appendix chapter, we provide additional information regarding the background chapter
presented in Chapter 2 on p. 5.

A.1 Feature Importance

Here, we provide the complete feature importance calculation for the example we presented
in Figure 2.9 on p. 22, i.e., ten samples characterized with three features f1, f2 and f3. For
convenience, the decision tree is also shown in Figure A.1 below.

gini = 0.0
samples = 2
value = [0, 2]

class = B

gini = 0.0
samples = 2
value = [2, 0]

class = A

gini = 0.0
samples = 3
value = [3, 0]

class = A

f3 <= 74.0
gini = 0.5

samples = 4
value = [2, 2]

class = A

gini = 0.0
samples = 3
value = [0, 3]

class = B

f3 <= 56.0
gini = 0.408
samples = 7
value = [5, 2]

class = A

f1 <= 71.0
gini = 0.5

samples = 10
value = [5, 5]

class = A

Figure A.1: The same example of a decision tree after fitting ten samples as shown in
Figure 2.9 on p. 22.

The default scikit-learn implementation [131] calculates each feature importance for non-leaf
nodes as defined in Equation A.1, which is the weighted impurity decrease [177]:

Nt

N
·
(
impurity− NtR

Nt
· impurityR −

NtL

Nt
· impurityL

)
(A.1)
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“where N is the total number of samples, Nt is the number of samples at the current node,
NtL is the number of samples in the left child, and NtR is the number of samples in the right
child.” [177]. In the example, the impurity is the Gini importance. Given this formula and the
decision tree in Figure A.1, we can now calculate the importance of each of the three features
(N = 10 since we have ten samples in total):

• f1: This features appears in only a single node of the tree (the root node), and the
feature importance thus evaluates to:

10

10
·
(

0.5− 7

10
· 0.408− 3

10
· 0.0

)
= 0.2144

• f2: This feature was not selected by the decision tree at all, so it automatically gets an
importance value of 0.

• f3: This feature appears in two nodes of the tree, so we calculate the importance for
each node as follows:

node1 =
7

10
·
(

0.408− 4

7
· 0.5− 3

7
· 0.0

)
= 0.0856

node2 =
4

10
·
(

0.5 − 2

4
· 0.0− 2

4
· 0.0

)
= 0.2

The aggregated feature importance evaluates to 0.0856 + 0.2 = 0.2856.

The final step is normalizing the features to achieve a total importance of one, i.e., we divide
each feature by the total sum of all feature importance values, which is 0.2144+0+0.2856 = 0.5
for features f1, f2 and f3. The normalized feature importance values thus result in 0.2144

0.5 ≈ 0.43
for feature f1, 0

0.5 = 0 for feature f2 and 0.2856
0.5 ≈ 0.57 for feature f3.
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Appendix B

Topology-driven Crash Analysis

In this appendix chapter, we provide additional results and figures that allow more detailed
insights into the data, the approach and the evaluation presented in Chapter 3 on p. 37.

B.1 Data Exploration

This section covers additional information and figures for the raw data we had at our disposal
for evaluating our tuple-crash analysis approach.

In Figure B.1, the total number of raw, annotated (cf. Table 3.2 on p. 41) 1-tuples and
2-tuples across the 15 months of export data before the tuple merging step are shown, more
formally, the tuple count is

∑
s∈S |Ts|, where |Ts| is the size of the set of annotated tuples of

system s, and S represents the set of all systems.
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Figure B.1: The total number of created but not yet merged 1-tuples and 2-tuples, i.e., the
raw, annotated tuples for each month, displayed on a logarithmic scale.

Figure B.2 shows the histograms for all the one-week exports of the 15 months (cf. Table 3.5
on p. 46), which indicate the distribution of the crashes (x-axis) across the different systems
(y-axis, logarithmic scale). We can see that the crash count is comparatively low in most
systems, with a few (heavy) outliers, i.e., we have right-skewed/positively skewed distributions.
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(a) Export January 2017: Histogram showing the distribution of 788 crashes and the filtered 192 crashes
of processes with at least one software technology across 149 systems.
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(b) Export February 2017: Histogram showing the distribution of 3201 crashes and the filtered
387 crashes of processes with at least one software technology across 203 systems.
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(c) Export March 2017: Histogram showing the distribution of 4027 crashes and the filtered 2253 crashes
of processes with at least one software technology across 185 systems.
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(d) Export April 2017: Histogram showing the distribution of 6103 crashes and the filtered 1967 crashes
of processes with at least one software technology across 216 systems.
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(e) Export May 2017: Histogram showing the distribution of 2216 crashes and the filtered 1154 crashes
of processes with at least one software technology across 233 systems.
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(f) Export June 2017: Histogram showing the distribution of 13300 crashes and the filtered 11390 crashes
of processes with at least one software technology across 319 systems.
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(g) Export July 2017: Histogram showing the distribution of 9159 crashes and the filtered 2476 crashes
of processes with at least one software technology across 318 systems.
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(h) Export August 2017: Histogram showing the distribution of 10466 crashes and the filtered
5550 crashes of processes with at least one software technology across 430 systems.
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(i) Export September 2017: Histogram showing the distribution of 12353 crashes and the filtered
7653 crashes of processes with at least one software technology across 514 systems.
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(j) Export October 2017: Histogram showing the distribution of 24266 crashes and the filtered
16682 crashes of processes with at least one software technology across 591 systems.
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(k) Export November 2017: Histogram showing the distribution of 31662 crashes and the filtered
25872 crashes of processes with at least one software technology across 675 systems.
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(l) Export December 2017: Histogram showing the distribution of 46648 crashes and the filtered
42056 crashes of processes with at least one software technology across 734 systems.
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(m) Export January 2018: Histogram showing the distribution of 1160 crashes and the filtered
1015 crashes of processes with at least one software technology across 819 systems.
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(n) Export February 2018: Histogram showing the distribution of 1482 crashes and the filtered
1314 crashes of processes with at least one software technology across 931 systems.
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(o) Export March 2018: Histogram showing the distribution of 48421 crashes and the filtered
42882 crashes of processes with at least one software technology across 879 systems.

Figure B.2: Crash distribution histograms of the dataset exports in Table 3.5 on p. 46, each
with the number of systems displayed on a logarithmic scale. The # character represents
the number of systems and crashes. ST-Processes are processes with at least one software
technology.
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B.2 Evaluation Results

From Figure B.3 to Figure B.17, the five top-ranked 1-tuples and their crash groups for the
class name property are shown for all our one-week exports of the 15 months. In each plot, up
to a maximum of eleven crash groups are displayed (ten plus one for missing property entries),
and all groups are shown, even if the crashes occurred only in a single system (in contrast to
the plots in Figure 3.5 on p. 50). Regarding the labels of the groups, Exception is abbreviated
to Exc, and excessively long names are shortened by only showing the last few characters (e.g.,
the label name . . . icationServices.CantStartSingleInstanceExc in Figure B.12c) to provide
more readable plots.
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Number of Crashes

System.NullReferenceExc
System.Threading.ThreadStateExc

missing
clr, fullclr, 4.0.30319 [1]

(a) Export January 2017: The 1st-ranked 1-tuple with a total of 45 crashes.
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System.NullReferenceExc
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missing
clr, fullclr, 4.6.1087 [2]

(b) Export January 2017: The 2nd-ranked 1-tuple with a total of 17 crashes.
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(c) Export January 2017: The 3rd-ranked 1-tuple with a total of 17 crashes.
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System.IO.IOExc
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iis_app_pool, null, 8.5.9600 [4]

(d) Export January 2017: The 4th-ranked 1-tuple with a total of 24 crashes.
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(e) Export January 2017: The 5th-ranked 1-tuple with a total of 24 crashes.

Figure B.3: Export January 2017: The top five 1-tuples for the class name crash property.
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(a) Export February 2017: The 1st-ranked 1-tuple with a total of 71 crashes.
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(b) Export February 2017: The 2nd-ranked 1-tuple with a total of 72 crashes.
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(c) Export February 2017: The 3rd-ranked 1-tuple with a total of 58 crashes.
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(d) Export February 2017: The 4th-ranked 1-tuple with a total of 58 crashes.
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(e) Export February 2017: The 5th-ranked 1-tuple with a total of 14 crashes.

Figure B.4: Export February 2017: The top five 1-tuples for the class name crash property.
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(a) Export March 2017: The 1st-ranked 1-tuple with a total of 58 crashes.
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(b) Export March 2017: The 2nd-ranked 1-tuple with a total of 46 crashes.
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(c) Export March 2017: The 3rd-ranked 1-tuple with a total of 46 crashes.
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(d) Export March 2017: The 4th-ranked 1-tuple with a total of 39 crashes.
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(e) Export March 2017: The 5th-ranked 1-tuple with a total of 41 crashes.

Figure B.5: Export March 2017: The top five 1-tuples for the class name crash property.
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(a) Export April 2017: The 1st-ranked 1-tuple with a total of 158 crashes.
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(b) Export April 2017: The 2nd-ranked 1-tuple with a total of 260 crashes.



Evaluation Results 207

0 20 40 60 80 100
Number of Crashes

System.AppDassemblyName: <invalid>
System.Threading.ThreadAbortExc

System.Reflection.TargetInvocationExc
System.ArgumentExc

System.Threading.ThreadStateExc
System.OutOfMemoryExc

System.AccessViolationExc
missing

System.AppDomainUnloadedExc
wcf, null, 3.5.1 [3]

(c) Export April 2017: The 3rd-ranked 1-tuple with a total of 259 crashes.

100 101 102

Number of Crashes

System.AppDassemblyName: <invalid>
System.Reflection.TargetInvocationExc

...untime.InteropServices.InvalidComObjectExc
System.ArgumentExc

System.Threading.ThreadAbortExc
System.Threading.ThreadStateExc

System.OutOfMemoryExc
System.AccessViolationExc

missing
System.AppDomainUnloadedExc

clr, fullclr, 2.0.50727 [4]

(d) Export April 2017: The 4th-ranked 1-tuple with a total of 624 crashes.

100 101 102

Number of Crashes

System.AppDassemblyName: <invalid>
System.Reflection.TargetInvocationExc

...untime.InteropServices.InvalidComObjectExc
System.ArgumentExc

System.Threading.ThreadAbortExc
System.Threading.ThreadStateExc

System.OutOfMemoryExc
System.AccessViolationExc

missing
System.AppDomainUnloadedExc

dotnet, .net framework, 3.5.1 [5]

(e) Export April 2017: The 5th-ranked 1-tuple with a total of 624 crashes.

Figure B.6: Export April 2017: The top five 1-tuples for the class name crash property.
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System.AccessViolationExc
System.AggregateExc

System.ComponentModel.Win32Exc
System.Net.WebExc

System.NullReferenceExc
System.Threading.ThreadStateExc

System.ObjectDisposedExc
missing

clr, fullclr, 4.0.30319 [1]

(a) Export May 2017: The 1st-ranked 1-tuple with a total of 167 crashes.

0 10 20 30 40 50 60 70 80
Number of Crashes

System.Threading.ThreadStateExc
System.Runtime.InteropServices.COMExc

System.IO.IOExc
missing

iis_app_pool, null, 7.5.7600 [2]

(b) Export May 2017: The 2nd-ranked 1-tuple with a total of 89 crashes.



208 Topology-driven Crash Analysis
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System.Threading.ThreadStateExc
System.OutOfMemoryExc

System.AppDomainUnloadedExc
System.Runtime.InteropServices.COMExc

System.IO.IOExc
System.Threading.ThreadAbortExc

missing
clr, fullclr, 2.0.50727 [3]

(c) Export May 2017: The 3rd-ranked 1-tuple with a total of 96 crashes.
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Number of Crashes

System.Threading.ThreadStateExc
System.OutOfMemoryExc

System.AppDomainUnloadedExc
System.Runtime.InteropServices.COMExc

missing
asp.net, null, 3.5.1 [4]

(d) Export May 2017: The 4th-ranked 1-tuple with a total of 76 crashes.

0 10 20 30 40 50 60
Number of Crashes

System.Threading.ThreadStateExc
System.OutOfMemoryExc

System.AppDomainUnloadedExc
System.Runtime.InteropServices.COMExc

missing
wcf, null, 3.5.1 [5]

(e) Export May 2017: The 5th-ranked 1-tuple with a total of 76 crashes.

Figure B.7: Export May 2017: The top five 1-tuples for the class name crash property.
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System.Security.SecurityExc
System.Security.VerificationExc

System.AggregateExc
System.InvalidOperationExc

System.NullReferenceExc
System.Runtime.CallbackExc

System.OutOfMemoryExc
System.Data.SqlClient.SqlExc

System.ObjectDisposedExc
System.Threading.ThreadStateExc

missing
clr, fullclr, 4.0.30319 [1]

(a) Export June 2017: The 1st-ranked 1-tuple with a total of 332 crashes.

100 101 102
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System.AggregateExc
System.NullReferenceExc

System.Security.SecurityExc
System.Runtime.CallbackExc

System.OutOfMemoryExc
System.Threading.ThreadStateExc

missing
clr, fullclr, 4.7.2114 [2]

(b) Export June 2017: The 2nd-ranked 1-tuple with a total of 203 crashes.



Evaluation Results 209

100 101 102
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System.AggregateExc
System.NullReferenceExc

System.Security.SecurityExc
System.Runtime.CallbackExc

System.OutOfMemoryExc
System.Threading.ThreadStateExc

missing
dotnet, .net framework, 4.7.2114 [3]

(c) Export June 2017: The 3rd-ranked 1-tuple with a total of 203 crashes.
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System.AppDomainUnloadedExc
System.Security.SecurityExc

System.Security.VerificationExc
System.AccessViolationExc

System.Runtime.CallbackExc
System.OutOfMemoryExc
System.NullReferenceExc

System.Threading.ThreadStateExc
missing

iis_app_pool, null, 8.5.9600 [4]

(d) Export June 2017: The 4th-ranked 1-tuple with a total of 109 crashes.
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System.AggregateExc
System.NullReferenceExc

System.Security.SecurityExc
System.OutOfMemoryExc

System.Runtime.CallbackExc
System.Threading.ThreadStateExc

missing
wcf, null, 4.7.2114 [5]

(e) Export June 2017: The 5th-ranked 1-tuple with a total of 63 crashes.

Figure B.8: Export June 2017: The top five 1-tuples for the class name crash property.
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Number of Crashes

System.BadImageFormatExc
System.Messaging.MessageQueueExc

System.InvalidOperationExc
System.Data.SqlClient.SqlExc

System.ObjectDisposedExc
System.OutOfMemoryExc

System.ArgumentExc
System.Web.HttpExc

System.Xml.Xsl.XslTransformExc
System.TypeInitializationExc

missing
clr, fullclr, 4.0.30319 [1]

(a) Export July 2017: The 1st-ranked 1-tuple with a total of 331 crashes.
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100 101 102

Number of Crashes

System.BadImageFormatExc
System.InvalidOperationExc

System.NullReferenceExc
System.Runtime.Serialization.SerializationExc

System.Security.SecurityExc
System.Threading.ThreadStateExc

System.ComponentModel.Win32Exc
System.OutOfMemoryExc

System.Web.HttpExc
System.TypeInitializationExc

missing
clr, fullclr, 4.7.2114 [2]

(b) Export July 2017: The 2nd-ranked 1-tuple with a total of 379 crashes.

100 101 102

Number of Crashes

System.BadImageFormatExc
System.InvalidOperationExc

System.NullReferenceExc
System.Runtime.Serialization.SerializationExc

System.Security.SecurityExc
System.Threading.ThreadStateExc

System.ComponentModel.Win32Exc
System.OutOfMemoryExc

System.Web.HttpExc
System.TypeInitializationExc

missing
dotnet, .net framework, 4.7.2114 [3]

(c) Export July 2017: The 3rd-ranked 1-tuple with a total of 379 crashes.

100 101 102

Number of Crashes

System.InvalidOperationExc
System.NullReferenceExc

System.Runtime.Serialization.SerializationExc
System.Security.SecurityExc

System.ComponentModel.Win32Exc
System.OutOfMemoryExc

System.ObjectDisposedExc
System.Web.HttpExc

System.TypeInitializationExc
missing

clr, fullclr, 4.7.2117 [4]

(d) Export July 2017: The 4th-ranked 1-tuple with a total of 320 crashes.
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System.InvalidOperationExc
System.NullReferenceExc

System.Runtime.Serialization.SerializationExc
System.Security.SecurityExc

System.ComponentModel.Win32Exc
System.OutOfMemoryExc

System.ObjectDisposedExc
System.Web.HttpExc

System.TypeInitializationExc
missing

dotnet, .net framework, 4.7.2117 [5]

(e) Export July 2017: The 5th-ranked 1-tuple with a total of 320 crashes.

Figure B.9: Export July 2017: The top five 1-tuples for the class name crash property.
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...untime.InteropServices.InvalidComObjectExc
System.InvalidProgramExc

System.Net.WebExc
System.Runtime.CallbackExc

System.OutOfMemoryExc
System.IO.IOExc

System.ObjectDisposedExc
System.Runtime.Serialization.SerializationExc

System.Data.SqlClient.SqlExc
missing

System.TypeInitializationExc
clr, fullclr, 4.0.30319 [1]

(a) Export August 2017: The 1st-ranked 1-tuple with a total of 2274 crashes.
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Number of Crashes

System.InvalidProgramExc
System.Runtime.Serialization.SerializationExc

System.OutOfMemoryExc
System.TypeInitializationExc

missing
iis_app_pool, null, 7.5.7600 [2]

(b) Export August 2017: The 2nd-ranked 1-tuple with a total of 586 crashes.

101 102
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System.IO.IOExc
System.Net.WebExc

System.Runtime.CallbackExc
System.NullReferenceExc
System.OutOfMemoryExc

System.Runtime.Serialization.SerializationExc
System.TypeInitializationExc

missing
clr, fullclr, 4.7.2114 [3]

(c) Export August 2017: The 3rd-ranked 1-tuple with a total of 723 crashes.

101 102
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System.IO.IOExc
System.Net.WebExc

System.Runtime.CallbackExc
System.NullReferenceExc
System.OutOfMemoryExc

System.Runtime.Serialization.SerializationExc
System.TypeInitializationExc

missing
dotnet, .net framework, 4.7.2114 [4]

(d) Export August 2017: The 4th-ranked 1-tuple with a total of 723 crashes.
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...untime.InteropServices.InvalidComObjectExc
System.Net.WebExc

System.Runtime.CallbackExc
System.IO.IOExc

System.OutOfMemoryExc
System.ObjectDisposedExc

System.TypeInitializationExc
missing

dotnet, .net framework, 4.7.2117 [5]

(e) Export August 2017: The 5th-ranked 1-tuple with a total of 496 crashes.

Figure B.10: Export August 2017: The top five 1-tuples for the class name crash property.
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100 101 102 103
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System.NullReferenceExc
System.InvalidOperationExc

System.Runtime.CallbackExc
System.IO.IOExc

System.ObjectDisposedExc
System.Security.VerificationExc

System.AggregateExc
System.TypeInitializationExc

System.Data.Entity.Infrastructure.DbUpdateExc
System.Data.SqlClient.SqlExc

missing
clr, fullclr, 4.0.30319 [1]

(a) Export September 2017: The 1st-ranked 1-tuple with a total of 2656 crashes.
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IBM.XMS.XMSExc
System.NullReferenceExc
System.OutOfMemoryExc

System.Runtime.CallbackExc
System.IO.IOExc

System.TypeInitializationExc
missing

iis_app_pool, null, 7.5.7600 [2]

(b) Export September 2017: The 2nd-ranked 1-tuple with a total of 1370 crashes.
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System.Threading.ThreadAbortExc
System.BadImageFormatExc

System.OutOfMemoryExc
System.AggregateExc

System.Runtime.CallbackExc
System.IO.IOExc

System.TypeInitializationExc
System.Data.Entity.Infrastructure.DbUpdateExc

missing
clr, fullclr, 4.7.2114 [3]

(c) Export September 2017: The 3rd-ranked 1-tuple with a total of 441 crashes.

100 101 102
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System.NullReferenceExc
System.Threading.ThreadAbortExc

System.BadImageFormatExc
System.OutOfMemoryExc

System.AggregateExc
System.Runtime.CallbackExc

System.IO.IOExc
System.TypeInitializationExc

System.Data.Entity.Infrastructure.DbUpdateExc
missing

dotnet, .net framework, 4.7.2114 [4]

(d) Export September 2017: The 4th-ranked 1-tuple with a total of 442 crashes.
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System.Messaging.MessageQueueExc
System.OutOfMemoryExc

System.Runtime.CallbackExc
System.Runtime.Serialization.SerializationExc

System.InvalidOperationExc
System.Security.VerificationExc

System.TypeInitializationExc
System.Data.SqlClient.SqlExc

missing
dotnet, .net framework, 4.5.2 [5]

(e) Export September 2017: The 5th-ranked 1-tuple with a total of 216 crashes.

Figure B.11: Export September 2017: The top five 1-tuples for the class name crash property.
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System.Net.WebExc
System.IO.IOExc

System.ObjectDisposedExc
System.UnauthorizedAccessExc
System.Security.VerificationExc

System.AggregateExc
COSOrderProvider.Excs.UnlockCOSOrderExc

System.TypeInitializationExc
System.Data.SqlClient.SqlExc

System.Reflection.TargetInvocationExc
missing

clr, fullclr, 4.0.30319 [1]

(a) Export October 2017: The 1st-ranked 1-tuple with a total of 1841 crashes.
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System.ObjectDisposedExc
System.Runtime.Serialization.SerializationExc

System.AccessViolationExc
System.OutOfMemoryExc

System.AggregateExc
System.NullReferenceExc

System.IO.IOExc
System.UnauthorizedAccessExc
System.Security.VerificationExc

System.TypeInitializationExc
missing

iis_app_pool, null, 8.5.9600 [2]

(b) Export October 2017: The 2nd-ranked 1-tuple with a total of 270 crashes.
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...exceptionMessage: The crashType: exception
...icationServices.CantStartSingleInstanceExc

System.Messaging.MessageQueueExc
System.NullReferenceExc
System.OutOfMemoryExc

System.Runtime.CallbackExc
System.Runtime.Serialization.SerializationExc

System.Data.SqlClient.SqlExc
System.Security.VerificationExc

System.TypeInitializationExc
missing

dotnet, .net framework, 4.5.2 [3]

(c) Export October 2017: The 3rd-ranked 1-tuple with a total of 299 crashes.
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100 101 102

Number of Crashes

System.BadImageFormatExc
System.Exc

System.ObjectDisposedExc
System.NullReferenceExc

System.Web.HttpExc
System.Net.WebExc

System.IO.IOExc
System.TypeInitializationExc

missing
clr, fullclr, 4.7.2114 [4]

(d) Export October 2017: The 4th-ranked 1-tuple with a total of 610 crashes.
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System.Configuration.ConfigurationErrorsExc
System.ObjectDisposedExc

System.Runtime.Serialization.SerializationExc
System.Threading.ThreadAbortExc

System.Exc
System.OutOfMemoryExc

System.Web.HttpExc
System.Runtime.CallbackExc
System.TypeInitializationExc

System.AppDomainUnloadedExc
missing

iis_app_pool, null, 7.5.7600 [5]

(e) Export October 2017: The 5th-ranked 1-tuple with a total of 429 crashes.

Figure B.12: Export October 2017: The top five 1-tuples for the class name crash property.
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System.Runtime.CallbackExc
System.Security.VerificationExc

System.OutOfMemoryExc
System.Security.SecurityExc

System.IO.IOExc
System.Reflection.TargetInvocationExc

System.Net.WebExc
System.UnauthorizedAccessExc

System.TypeInitializationExc
System.Data.SqlClient.SqlExc

missing
clr, fullclr, 4.0.30319 [1]

(a) Export November 2017: The 1st-ranked 1-tuple with a total of 3994 crashes.
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System.InvalidProgramExc
System.Runtime.Serialization.SerializationExc

System.Threading.ThreadAbortExc
System.Web.HttpExc

System.AccessViolationExc
System.OutOfMemoryExc

System.Runtime.CallbackExc
System.AppDomainUnloadedExc

System.TypeInitializationExc
missing

iis_app_pool, null, 7.5.7600 [2]

(b) Export November 2017: The 2nd-ranked 1-tuple with a total of 1513 crashes.
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System.Threading.ThreadStateExc
System.BadImageFormatExc

System.Data.SqlClient.SqlExc
System.Web.HttpExc

System.NullReferenceExc
System.Runtime.CallbackExc

System.Data.Entity.Infrastructure.DbUpdateExc
System.OutOfMemoryExc

System.Security.SecurityExc
System.TypeInitializationExc

missing
dotnet, .net framework, 4.7.2117 [3]

(c) Export November 2017: The 3rd-ranked 1-tuple with a total of 576 crashes.
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System.Web.HttpExc
System.Runtime.CallbackExc

System.Data.Entity.Infrastructure.DbUpdateExc
System.NullReferenceExc
System.OutOfMemoryExc

System.Security.SecurityExc
System.IO.IOExc

System.Net.WebExc
System.TypeInitializationExc

missing
System.Data.SqlClient.SqlExc

clr, fullclr, 4.7.2114 [4]

(d) Export November 2017: The 4th-ranked 1-tuple with a total of 1924 crashes.

100 101 102

Number of Crashes

System.Threading.ThreadStateExc
System.BadImageFormatExc

System.Data.SqlClient.SqlExc
System.Web.HttpExc

System.NullReferenceExc
System.Runtime.CallbackExc

System.Data.Entity.Infrastructure.DbUpdateExc
System.OutOfMemoryExc

System.Security.SecurityExc
System.TypeInitializationExc

missing
clr, fullclr, 4.7.2117 [5]

(e) Export November 2017: The 5th-ranked 1-tuple with a total of 570 crashes.

Figure B.13: Export November 2017: The top five 1-tuples for the class name crash property.

100 101 102 103

Number of Crashes

System.NullReferenceExc
System.Data.EntityExc

System.Data.Entity.Infrastructure.DbUpdateExc
System.Data.SqlClient.SqlExc

System.ComponentModel.Win32Exc
System.Security.SecurityExc

System.Runtime.Serialization.SerializationExc
System.Net.WebExc

System.TypeInitializationExc
System.Reflection.TargetInvocationExc

missing
clr, fullclr, 4.0.30319 [1]

(a) Export December 2017: The 1st-ranked 1-tuple with a total of 3540 crashes.
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100 101 102
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System.ObjectDisposedExc
System.Runtime.Serialization.SerializationExc

System.TypeLoadExc
System.Web.HttpExc

System.Threading.ThreadStateExc
System.Runtime.CallbackExc

System.OutOfMemoryExc
System.IO.IOExc

System.AppDomainUnloadedExc
System.TypeInitializationExc

missing
iis_app_pool, null, 7.5.7600 [2]

(b) Export December 2017: The 2nd-ranked 1-tuple with a total of 947 crashes.
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System.ServiceModel.CommunicationExc
System.AggregateExc

System.Runtime.InteropServices.SEHExc
System.IO.IOExc

System.ObjectDisposedExc
System.NullReferenceExc

System.Security.SecurityExc
System.Runtime.Serialization.SerializationExc

System.TypeInitializationExc
System.Reflection.TargetInvocationExc

missing
clr, fullclr, 4.7.2117 [3]

(c) Export December 2017: The 3rd-ranked 1-tuple with a total of 2409 crashes.
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System.ServiceModel.CommunicationExc
System.AggregateExc

System.Runtime.InteropServices.SEHExc
System.IO.IOExc

System.ObjectDisposedExc
System.NullReferenceExc

System.Security.SecurityExc
System.Runtime.Serialization.SerializationExc

System.TypeInitializationExc
System.Reflection.TargetInvocationExc

missing
dotnet, .net framework, 4.7.2117 [4]

(d) Export December 2017: The 4th-ranked 1-tuple with a total of 2409 crashes.

100 101 102
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System.Data.SqlClient.SqlExc
System.NullReferenceExc

System.ServiceModel.CommunicationExc
System.Threading.ThreadStateExc

System.UnauthorizedAccessExc
System.Web.HttpExc

System.ObjectDisposedExc
System.Security.SecurityExc

System.Runtime.Serialization.SerializationExc
System.TypeInitializationExc

missing
wcf, null, 4.7.2117 [5]

(e) Export December 2017: The 5th-ranked 1-tuple with a total of 586 crashes.

Figure B.14: Export December 2017: The top five 1-tuples for the class name crash property.
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System.Data.EntityExc
System.IndexOutOfRangeExc

System.OutOfMemoryExc
System.ServiceModel.CommunicationExc

System.NullReferenceExc
System.Runtime.Serialization.SerializationExc

System.Security.SecurityExc
missing

System.TypeInitializationExc
clr, fullclr, 4.0.30319 [1]

(a) Export January 2018: The 1st-ranked 1-tuple with a total of 228 crashes.
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System.Security.SecurityExc
missing

System.TypeInitializationExc
clr, fullclr, 4.7.2117 [2]

(b) Export January 2018: The 2nd-ranked 1-tuple with a total of 106 crashes.
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System.Security.SecurityExc
missing

System.TypeInitializationExc
dotnet, .net framework, 4.7.2117 [3]

(c) Export January 2018: The 3rd-ranked 1-tuple with a total of 106 crashes.

0 10 20 30 40 50 60
Number of Crashes

System.Security.SecurityExc
missing

System.TypeInitializationExc
wcf, null, 4.7.2117 [4]

(d) Export January 2018: The 4th-ranked 1-tuple with a total of 101 crashes.
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System.Security.SecurityExc
missing

System.TypeInitializationExc
clr, fullclr, 4.7.2114 [5]

(e) Export January 2018: The 5th-ranked 1-tuple with a total of 61 crashes.

Figure B.15: Export January 2018: The top five 1-tuples for the class name crash property.
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System.IO.FileNotFoundExc
System.ServiceModel.FaultExc

System.InvalidOperationExc
System.OutOfMemoryExc

System.ArgumentOutOfRangeExc
System.Security.SecurityExc

System.Runtime.Serialization.SerializationExc
System.NullReferenceExc

System.ComponentModel.Win32Exc
System.TypeInitializationExc

missing
clr, fullclr, 4.0.30319 [1]

(a) Export February 2018: The 1st-ranked 1-tuple with a total of 362 crashes.
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Olf.NativeAccess.Util.OExc
System.InvalidOperationExc
System.Security.SecurityExc

System.NullReferenceExc
missing

System.TypeInitializationExc
clr, fullclr, 4.7.2117 [2]

(b) Export February 2018: The 2nd-ranked 1-tuple with a total of 175 crashes.

0 10 20 30 40 50 60 70
Number of Crashes

Olf.NativeAccess.Util.OExc
System.InvalidOperationExc
System.Security.SecurityExc

System.NullReferenceExc
missing

System.TypeInitializationExc
dotnet, .net framework, 4.7.2117 [3]

(c) Export February 2018: The 3rd-ranked 1-tuple with a total of 175 crashes.
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System.TypeInitializationExc
missing

windows_system, null, null [4]

(d) Export February 2018: The 4th-ranked 1-tuple with a total of 137 crashes.
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System.InvalidOperationExc
System.Security.SecurityExc

missing
System.TypeInitializationExc

wcf, null, 4.7.2117 [5]

(e) Export February 2018: The 5th-ranked 1-tuple with a total of 87 crashes.

Figure B.16: Export February 2018: The top five 1-tuples for the class name crash property.
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System.ObjectDisposedExc
System.OutOfMemoryExc

System.Exc
System.IO.FileNotFoundExc

...nication.UserUnitMapClientCommunicationExc
System.Reflection.TargetInvocationExc

System.NullReferenceExc
System.Runtime.Serialization.SerializationExc

System.FormatExc
System.TypeInitializationExc

missing
clr, fullclr, 4.0.30319 [1]

(a) Export March 2018: The 1st-ranked 1-tuple with a total of 14848 crashes.
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101 102 103

Number of Crashes

Oracle.ManagedDataAccess.Client.OracleExc
System.Security.SecurityExc

System.Net.Http.HttpRequestExc
System.ObjectDisposedExc

System.NullReferenceExc
System.OutOfMemoryExc

System.Web.HttpExc
...nication.UserUnitMapClientCommunicationExc

System.TypeInitializationExc
System.Runtime.Serialization.SerializationExc

missing
dotnet, .net framework, 4.7.2117 [2]

(b) Export March 2018: The 2nd-ranked 1-tuple with a total of 2491 crashes.
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Oracle.ManagedDataAccess.Client.OracleExc
System.Security.SecurityExc

System.Net.Http.HttpRequestExc
System.ObjectDisposedExc

System.NullReferenceExc
System.OutOfMemoryExc

System.Web.HttpExc
...nication.UserUnitMapClientCommunicationExc

System.TypeInitializationExc
System.Runtime.Serialization.SerializationExc

missing
clr, fullclr, 4.7.2117 [3]

(c) Export March 2018: The 3rd-ranked 1-tuple with a total of 2488 crashes.
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System.AggregateExc
System.OutOfMemoryExc

System.Web.HttpExc
System.IO.IOExc

System.Runtime.Serialization.SerializationExc
System.IO.FileNotFoundExc

System.AppDomainUnloadedExc
System.NullReferenceExc

System.Reflection.TargetInvocationExc
System.TypeInitializationExc

missing
iis_app_pool, null, 7.5.7600 [4]

(d) Export March 2018: The 4th-ranked 1-tuple with a total of 1604 crashes.
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System.IO.IOExc
System.TypeLoadExc

System.AccessViolationExc
System.NullReferenceExc

System.InvalidOperationExc
System.Net.Http.HttpRequestExc

System.ObjectDisposedExc
...nication.UserUnitMapClientCommunicationExc

System.TypeInitializationExc
System.Runtime.Serialization.SerializationExc

missing
iis_app_pool, null, 8.5.9600 [5]

(e) Export March 2018: The 5th-ranked 1-tuple with a total of 1413 crashes.

Figure B.17: Export March 2018: The top five 1-tuples for the class name crash property.
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Appendix C

Time-Series-based Event Prediction

In this appendix chapter, we provide additional results and figures that allow more detailed
insights into the data, the approach and the evaluation presented in Chapter 4 on p. 63.

C.1 Data Exploration

This section covers additional information and figures for the raw data we had at our disposal
for evaluating our multi-system event prediction approach. Since the data was all collected in
the year 2018, we omit this information in all dates and times below to ease readability. To
avoid overloaded and skewed box plot visualizations, outlier values are deliberately hidden in
the majority of the cases, and corresponding data tables provide additional information.

In Figure C.1, the average number of different components per system is shown for all the
available 705 systems. Table C.1 provides more detailed insights, including the total number
of components (cf. column Total). Directly following is the average number of component
connections, which is shown in Figure C.2 and Table C.2. In the table, we can see that the
maximum number of observed disk-to-host connections is three, which is one of the extremely
rare cases as briefly mention in Section 2.3.2 on p. 8. In fact, the entire dataset contains four
such cases, which is only 0.0036% of all disk-to-host connections.

0 50 100 150 200 250 300 350

#Services
#Hosts
#Disks

#Networks

Figure C.1: Component count statistics of the 705 systems, visualized with a box plot.
Detailed information is available in Table C.1.

In 434 out of the 705 systems, 17733 slowdown events occurred on 2084 services. The
system-averaged event count and number of services (all services, services where events occurred,
services where no events occurred) for these 434 systems have already been presented in the
main evaluation (cf. Figure 4.12 on p. 84 and Table 4.5 on p. 84).

The system-averaged available observation periods [From,To) of the 34 time series metrics
are displayed in Figure C.3 for all the 705 systems. In Figure C.4, the average number of time
series data points per system is shown for each metric (details are listed in Table C.3). In total,
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Component
Type Total µ σ min p10 p25 p50 p75 p90 max

#Services 161414 228.96 806.05 0 7 19 53 163 387.8 12245
#Hosts 42703 60.57 442.75 1 2 4 11 28 78.6 10934
#Disks 111978 158.83 538.59 0 3 7 25 91 280.2 6025
#Networks 138405 196.32 2256.03 0 2 4 12 35 112.6 52097

Table C.1: Component count statistics of the 705 systems. µ = average, σ = standard
deviation, pi = i% percentile, min = minimum, max = maximum.

0 1 2 3 4 5

Service to #Hosts
Disk to #Hosts

Network to #Hosts
Host to #Services

Host to #Disks
Host to #Networks

Figure C.2: Connection count statistics of the 705 systems, visualized with a box plot.
Detailed information is available in Table C.2.

Connection Type µ σ min p10 p25 p50 p75 p90 max

Service to #Hosts 1.52 3.88 0 0 1 1 1 3 419
Disk to #Hosts 1 0.02 0 1 1 1 1 1 3
Network to #Hosts 0.89 0.31 0 0 1 1 1 1 1
Host to #Services 5.75 59.05 0 0 0 0 2 9 5671
Host to #Disks 2.63 28.97 0 0 0 1 2 4 2873
Host to #Networks 2.88 132.98 0 0 0 1 1 1 14734

Table C.2: Connection count statistics of the 705 systems. µ = average, σ = standard
deviation, pi = i% percentile, min = minimum, max = maximum.
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the entire observation period contains about 18 billion individual time series data points. Their
actual completeness per metric is shown in Figure C.5, once with system-based normalization
(the average completeness for all components within a system, i.e., the completeness per system,
is averaged across all systems) and once with component-based normalization (the completeness
per component is averaged across all components). Figure C.6 covers the completeness for each
of the 20 export days. Finally, Figure C.7 even shows the completeness for each individual
system out of all the 705 systems (due to confidentiality, all systems are represented via a
5-digit hash code), where the results are first sorted by the most complete system (top to
bottom across both columns) and then by the most complete time series metric (left to right),
which means that systems with higher time series data availability are at the upper left and
less complete ones are at the lower right (cf. system 07628 in Figure C.7a vs. system 11919 in
Figure C.7d).

C.2 Evaluation Results

This section covers the remaining evaluation metrics obtained from our synthetic system by
running the 169 different slide-through sampling configurations with six observation window
sizes, as detailed in Section 4.6.4 on p. 110. The accuracy (ACC) is shown in Figure C.8, the
true positive rate (TPR) in Figure C.9, the positive predictive values (PPV) in Figure C.10,
the false positive rate (FPR) in Figure C.11 and the F1 score in Figure C.12. The results
for the augmented training data are also listed here, including the full results regarding the
MCC metric. Starting with the 5-times augmented data, the ACC is shown in Figure C.13,
the TPR in Figure C.14, the PPV in Figure C.15, the FPR in Figure C.16, the F1 score in
Figure C.17 and the MCC in Figure C.18. Continuing with the 10-times augmented data, the
ACC is shown in Figure C.19, the TPR in Figure C.20, the PPV in Figure C.21, the FPR in
Figure C.22, the F1 score in Figure C.23 and the MCC in Figure C.24.
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Figure C.3: Time span statistics of the 705 systems given by [From,To) markers in the
format day.month, visualized with a box plot.
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Figure C.4: Time series data point statistics of the 705 systems, visualized with a box plot.
Detailed information is available in Table C.3.
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ID #Sys. Total µ σ min p50 max

H-01 704 290.51 · 106 0.41 · 106 0.80 · 106 4148 0.17 · 106 12.12 · 106

H-02 704 290.36 · 106 0.41 · 106 0.80 · 106 4148 0.17 · 106 12.13 · 106

H-03 533 203.11 · 106 0.38 · 106 0.82 · 106 19 0.14 · 106 11.71 · 106

H-04 704 290.45 · 106 0.41 · 106 0.80 · 106 4148 0.17 · 106 12.12 · 106

H-05 533 201.97 · 106 0.38 · 106 0.82 · 106 19 0.14 · 106 11.71 · 106

H-06 704 291.11 · 106 0.41 · 106 0.80 · 106 4148 0.17 · 106 12.12 · 106

H-07 704 291.20 · 106 0.41 · 106 0.80 · 106 4148 0.17 · 106 12.12 · 106

H-08 704 291.19 · 106 0.41 · 106 0.80 · 106 4148 0.17 · 106 12.12 · 106

H-09 704 291.01 · 106 0.41 · 106 0.80 · 106 4148 0.17 · 106 12.12 · 106

H-10 586 197.81 · 106 0.34 · 106 0.71 · 106 6 0.13 · 106 12.12 · 106

H-11 586 197.80 · 106 0.34 · 106 0.71 · 106 6 0.13 · 106 12.12 · 106

D-01 697 1108.71 · 106 1.59 · 106 3.20 · 106 4689 0.48 · 106 33.30 · 106

D-02 697 1105.76 · 106 1.59 · 106 3.18 · 106 4689 0.48 · 106 33.30 · 106

D-03 667 995.56 · 106 1.49 · 106 2.93 · 106 14 0.46 · 106 28.01 · 106

D-04 689 1039.14 · 106 1.51 · 106 3.16 · 106 72 0.40 · 106 30.41 · 106

D-05 689 1035.32 · 106 1.50 · 106 3.12 · 106 72 0.40 · 106 30.41 · 106

D-06 689 1029.35 · 106 1.49 · 106 3.15 · 106 72 0.40 · 106 30.41 · 106

D-07 689 1025.98 · 106 1.49 · 106 3.13 · 106 72 0.40 · 106 30.42 · 106

D-08 683 108.74 · 106 0.16 · 106 0.31 · 106 7 45565 2.71 · 106

D-09 683 591.50 · 106 0.87 · 106 1.65 · 106 14 0.29 · 106 18.30 · 106

D-10 684 971.38 · 106 1.42 · 106 2.93 · 106 14 0.39 · 106 27.98 · 106

D-11 687 1071.49 · 106 1.56 · 106 3.07 · 106 14 0.47 · 106 28.01 · 106

D-12 481 811.75 · 106 1.69 · 106 3.24 · 106 14 0.49 · 106 27.62 · 106

D-13 481 817.99 · 106 1.70 · 106 3.32 · 106 14 0.49 · 106 27.84 · 106

N-01 700 380.14 · 106 0.54 · 106 1.16 · 106 5019 0.21 · 106 15.31 · 106

N-02 700 380.69 · 106 0.54 · 106 1.17 · 106 5019 0.21 · 106 15.76 · 106

N-03 686 357.96 · 106 0.52 · 106 1.06 · 106 7 0.21 · 106 14.97 · 106

N-04 686 356.68 · 106 0.52 · 106 1.03 · 106 7 0.21 · 106 13.96 · 106

N-05 686 356.51 · 106 0.52 · 106 1.03 · 106 7 0.21 · 106 13.96 · 106

N-06 686 356.61 · 106 0.52 · 106 1.04 · 106 7 0.21 · 106 13.96 · 106

N-07 686 357.15 · 106 0.52 · 106 1.04 · 106 7 0.21 · 106 13.95 · 106

N-08 686 356.48 · 106 0.52 · 106 1.03 · 106 7 0.21 · 106 13.50 · 106

N-09 603 266.21 · 106 0.44 · 106 0.98 · 106 2 0.16 · 106 13.37 · 106

N-10 603 266 · 106 0.44 · 106 0.98 · 106 2 0.16 · 106 13.48 · 106

Table C.3: Time series data point statistics of the 705 systems, where #Sys. represents the
actual number of systems that provide the particular metric. µ = average, σ = standard
deviation, pi = i% percentile, min = minimum, max = maximum.
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Figure C.5: Time series data point completeness (in percent) of the 705 systems, normalized
across all systems and all components, respectively.
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Figure C.6: Time series data point completeness per day (in percent) of the 705 systems,
normalized across all systems and all components, respectively.
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(a) Time series data point completeness per system (in percent) of the 200 systems S1 = {s1, . . . s200}
out of all 705 systems S = {s1, . . . s705}, i.e., S1 ⊂ S, first sorted by the most complete system (top to
bottom) and then by the most complete time series metric (left to right).
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(b) Time series data point completeness per system (in percent) of the 200 systems S2 = {s201, . . . s400}
out of all 705 systems S = {s1, . . . s705}, i.e., S2 ⊂ S, first sorted by the most complete system (top to
bottom) and then by the most complete time series metric (left to right).
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(c) Time series data point completeness per system (in percent) of the 200 systems S3 = {s401, . . . s600}
out of all 705 systems S = {s1, . . . s705}, i.e., S3 ⊂ S, first sorted by the most complete system (top to
bottom) and then by the most complete time series metric (left to right).
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(d) Time series data point completeness per system (in percent) of the 105 systems S4 = {s601, . . . s705}
out of all 705 systems S = {s1, . . . s705}, i.e., S4 ⊂ S, first sorted by the most complete system (top to
bottom) and then by the most complete time series metric (left to right).

Figure C.7: Time series data point completeness per system (in percent) of the 705 systems,
first sorted by the most complete system (top to bottom) and then by the most complete time
series metric (left to right).
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(a) ACC for the 5min observation windows.
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(b) ACC for the 10min observation windows.
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(c) ACC for the 15min observation windows.
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(d) ACC for the 30min observation windows.
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(e) ACC for the 45min observation windows.
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(f) ACC for the 60min observation windows.

Figure C.8: ACC for different observation window sizes after running slide-through sampling
testing configurations with varying step sizes and prediction window sizes. Yellow tones
indicate better values, purple worse values.
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(a) TPR for the 5min observation windows.
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(b) TPR for the 10min observation windows.
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(c) TPR for the 15min observation windows.
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(d) TPR for the 30min observation windows.
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(e) TPR for the 45min observation windows.
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(f) TPR for the 60min observation windows.

Figure C.9: TPR for different observation window sizes after running slide-through sampling
testing configurations with varying step sizes and prediction window sizes. Yellow tones
indicate better values, purple worse values.
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(a) PPV for the 5min observation windows.
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(b) PPV for the 10min observation windows.
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(c) PPV for the 15min observation windows.
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(d) PPV for the 30min observation windows.
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(e) PPV for the 45min observation windows.
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(f) PPV for the 60min observation windows.

Figure C.10: PPV for different observation window sizes after running slide-through sampling
testing configurations with varying step sizes and prediction window sizes. Yellow tones indicate
better values, purple worse values.
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(a) FPR for the 5min observation windows.
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(b) FPR for the 10min observation windows.
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(c) FPR for the 15min observation windows.

Prediction Window Size

1 10 20 30 40 50 60 Step Size

1
10

20
30

40
50

60
0.00

0.05

0.10

0.15

0.20
FPR

(d) FPR for the 30min observation windows.
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(e) FPR for the 45min observation windows.
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(f) FPR for the 60min observation windows.

Figure C.11: FPR for different observation window sizes after running slide-through sampling
testing configurations with varying step sizes and prediction window sizes. Yellow tones indicate
better values, purple worse values.
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(a) F1 for the 5min observation windows.
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(b) F1 for the 10min observation windows.
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(c) F1 for the 15min observation windows.
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(d) F1 for the 30min observation windows.
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(e) F1 for the 45min observation windows.
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(f) F1 for the 60min observation windows.

Figure C.12: F1 for different observation window sizes after running slide-through sampling
testing configurations with varying step sizes and prediction window sizes. Yellow tones
indicate better values, purple worse values.
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(a) ACC for the 5min observation windows.
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(b) ACC for the 10min observation windows.
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(c) ACC for the 15min observation windows.
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(d) ACC for the 30min observation windows.
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(e) ACC for the 45min observation windows.
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(f) ACC for the 60min observation windows.

Figure C.13: 5-times augmented data: ACC for different observation window sizes after
running slide-through sampling testing configurations with varying step sizes and prediction
window sizes with models. Yellow tones indicate better values, purple worse values.
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(a) TPR for the 5min observation windows.
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(b) TPR for the 10min observation windows.
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(c) TPR for the 15min observation windows.
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(d) TPR for the 30min observation windows.
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(e) TPR for the 45min observation windows.
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(f) TPR for the 60min observation windows.

Figure C.14: 5-times augmented data: TPR for different observation window sizes after
running slide-through sampling testing configurations with varying step sizes and prediction
window sizes with models. Yellow tones indicate better values, purple worse values.
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(a) PPV for the 5min observation windows.
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(b) PPV for the 10min observation windows.
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(c) PPV for the 15min observation windows.
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(d) PPV for the 30min observation windows.
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(e) PPV for the 45min observation windows.
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(f) PPV for the 60min observation windows.

Figure C.15: 5-times augmented data: PPV for different observation window sizes after
running slide-through sampling testing configurations with varying step sizes and prediction
window sizes with models. Yellow tones indicate better values, purple worse values.
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(a) FPR for the 5min observation windows.
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(b) FPR for the 10min observation windows.
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(c) FPR for the 15min observation windows.

Prediction Window Size

1 10 20 30 40 50 60 Step Size

1
10

20
30

40
50

60
0.00

0.05

0.10

0.15

0.20
FPR

(d) FPR for the 30min observation windows.
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(e) FPR for the 45min observation windows.
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(f) FPR for the 60min observation windows.

Figure C.16: 5-times augmented data: FPR for different observation window sizes after
running slide-through sampling testing configurations with varying step sizes and prediction
window sizes with models. Yellow tones indicate better values, purple worse values.
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(a) F1 for the 5min observation windows.
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(b) F1 for the 10min observation windows.
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(c) F1 for the 15min observation windows.
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(d) F1 for the 30min observation windows.
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(e) F1 for the 45min observation windows.
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(f) F1 for the 60min observation windows.

Figure C.17: 5-times augmented data: F1 for different observation window sizes after running
slide-through sampling testing configurations with varying step sizes and prediction window
sizes with models. Yellow tones indicate better values, purple worse values.
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(a) MCC for the 5min observation windows.
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(b) MCC for the 10min observation windows.
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(c) MCC for the 15min observation windows.
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(d) MCC for the 30min observation windows.
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(e) MCC for the 45min observation windows.
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(f) MCC for the 60min observation windows.

Figure C.18: 5-times augmented data: MCC for different observation window sizes after
running slide-through sampling testing configurations with varying step sizes and prediction
window sizes with models. Yellow tones indicate better values, purple worse values.
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(a) ACC for the 5min observation windows.
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(b) ACC for the 10min observation windows.
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(c) ACC for the 15min observation windows.
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(d) ACC for the 30min observation windows.
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(e) ACC for the 45min observation windows.
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(f) ACC for the 60min observation windows.

Figure C.19: 10-times augmented data: ACC for different observation window sizes after
running slide-through sampling testing configurations with varying step sizes and prediction
window sizes with models. Yellow tones indicate better values, purple worse values.
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(a) TPR for the 5min observation windows.
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(b) TPR for the 10min observation windows.
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(c) TPR for the 15min observation windows.
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(d) TPR for the 30min observation windows.
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(e) TPR for the 45min observation windows.
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(f) TPR for the 60min observation windows.

Figure C.20: 10-times augmented data: TPR for different observation window sizes after
running slide-through sampling testing configurations with varying step sizes and prediction
window sizes with models. Yellow tones indicate better values, purple worse values.
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(a) PPV for the 5min observation windows.
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(b) PPV for the 10min observation windows.
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(c) PPV for the 15min observation windows.
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(d) PPV for the 30min observation windows.
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(e) PPV for the 45min observation windows.

Prediction Window Size

1 10 20 30 40 50 60 Step Size

1
10

20
30

40
50

60
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

PPV

(f) PPV for the 60min observation windows.

Figure C.21: 10-times augmented data: PPV for different observation window sizes after
running slide-through sampling testing configurations with varying step sizes and prediction
window sizes with models. Yellow tones indicate better values, purple worse values.
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(a) FPR for the 5min observation windows.
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(b) FPR for the 10min observation windows.
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(c) FPR for the 15min observation windows.
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(d) FPR for the 30min observation windows.
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(e) FPR for the 45min observation windows.
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(f) FPR for the 60min observation windows.

Figure C.22: 10-times augmented data: FPR for different observation window sizes after
running slide-through sampling testing configurations with varying step sizes and prediction
window sizes with models. Yellow tones indicate better values, purple worse values.
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(a) F1 for the 5min observation windows.
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(b) F1 for the 10min observation windows.
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(c) F1 for the 15min observation windows.
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(d) F1 for the 30min observation windows.
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(e) F1 for the 45min observation windows.
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(f) F1 for the 60min observation windows.

Figure C.23: 10-times augmented data: F1 for different observation window sizes after
running slide-through sampling testing configurations with varying step sizes and prediction
window sizes with models. Yellow tones indicate better values, purple worse values.
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(a) MCC for the 5min observation windows.
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(b) MCC for the 10min observation windows.
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(c) MCC for the 15min observation windows.
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(d) MCC for the 30min observation windows.
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(e) MCC for the 45min observation windows.
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(f) MCC for the 60min observation windows.

Figure C.24: 10-times augmented data: MCC for different observation window sizes after
running slide-through sampling testing configurations with varying step sizes and prediction
window sizes with models. Yellow tones indicate better values, purple worse values.
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Appendix D

Time Series Clustering

In this appendix chapter, we provide additional results and figures that allow more detailed
insights into the data, the approach and the evaluation presented in Chapter 5 on p. 133.

D.1 Permutation Analysis Feature

One of our time series characteristics is a custom feature that is not taken from related
work, namely permutation_analysis, which is a custom feature that calculates a score based
on permutation. If a time series has certain temporal patterns (e.g., it has a trend or is
periodic), the idea is that we destroy these patterns via permutation, whereas time series
without temporal patterns are not/less affected by the permutation. The score is calculated
by creating equally sized percentile-based thresholds of the time series, where the number of
thresholds can be specified by the user. Then, the data is randomly permuted, and we count
how often continuous signal segments are above these thresholds, which is repeated multiple
times to get a confidence interval.

The example presented in Figure D.1 demonstrates this confidence interval calculation
based on a sinus-shaped time series with 100 data points (cf. Figure D.1a), i.e., a time series
with a distinct temporal pattern. In the example, we set the number of percentile-based
thresholds to 9, which results in the thresholds (10, 20, . . . , 90), where each one represents the
i% percentile of the time series data.1 For instance, Figure D.1b shows the 30% percentile
threshold for the original data. The next step is to count how many continues time series
segments are above this threshold. In the example, we have two such segments: the start
segment of the time series (up until timestamp 15) and the second big segment at the end
(starting from timestamp 40). We repeat this counting for every threshold. Afterwards, we
randomly permute the original time series as shown in Figure D.1c and count again how many
continuous time series segments are above the same thresholds. In the example permutation,
there are a total of 19 such segments. Again, this is done for every threshold. Furthermore,
we repeat the permutation procedure multiple times, which results in multiple counts per
threshold, for which we can then calculate a confidence interval as visualized in Figure D.1d.
The lower and upper bounds of this interval are determined based on the α and 1−α percentiles
of the counts, respectively, where α can be specified by the user. In the example, we repeat
the permutation ten times (ten counts per threshold) and use α = 0.01, i.e., the lower bound is
the 1% percentile of the ten counts and the upper bound the 99% percentile of the ten counts.

1The 0% and 100% thresholds are not used because the entire data either is above or below these two
thresholds, respectively.
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The last step is then to combine the counts of the original time series with the confidence
interval of the permutation-based counts and calculate our final score, which is shown in
Figure D.1e. The score is the fraction of points outside the confidence interval, where values
towards 1 indicate the presence of temporal patterns. In the example, the nice counts of the
sinus-shaped time series fall zero times into the corresponding confidence interval counts, i.e.,
9
9 are outside the interval, which yields a score of 1.

We also provide a second example in Figure D.2, where we use a random time series
signal (cf. Figure D.2a) instead of the sinus-shape one, i.e., a time series without any temporal
patterns. The new confidence interval and the counts of this original, random time series are
shown in Figure D.2b, where we can see that only a single count (at the 50% threshold) is
outside the interval, which results in a score of 1

9 ≈ 0.11, indicating that there is indeed no
presence of temporal patterns.

D.2 Data Exploration

This section covers additional figures for the raw data we had at our disposal for evaluating
our time series clustering approach.

In Table D.1, all 128 UCR datasets are listed, including their name, the type of the time
series as well as their length, the number of samples in the training set and test set, and the
number of classes/labels. A detailed description of each dataset and its domain can be found
in the official documentation [45]. Moreover, for each training and test set, we specify whether
the samples are approximately equally distributed among the different classes, i.e., whether
the classes are balanced or unbalanced. “Approximately” means that we use a threshold t to
check if the lowest class size similarity s is within this threshold to still consider the dataset
balanced (b) or to treat it as unbalanced (u), which is defined in Equation D.1:

class balance =

{
balanced (b) if s ≥ t
unbalanced (u) if s < t

with s =
min(class sizes)
max(class sizes)

(D.1)

We chose a threshold of t = 0.9, meaning that a dataset is considered to be balanced if the
smallest class still has at least 90% of the number of samples of the largest class. For example,
a dataset with three class sizes {29, 32, 31} would be balanced (2932 ≈ 0.91 ≥ t = 0.9), whereas
if it had the class sizes {20, 32, 31}, it would be unbalanced (2032 ≈ 0.63 < t = 0.9). 63 (49%) of
the 128 UCR datasets thus have a balanced training set and 59 (46%) a balanced test set.

Name Type #Train
(b/u)

#Test
(b/u) #C Length

ACSF1 Device 100 (b) 100 (b) 10 1460
Adiac Image 390 (u) 391 (u) 37 176
AllGestureWiimoteX Sensor 300 (b) 700 (b) 10 500
AllGestureWiimoteY Sensor 300 (b) 700 (b) 10 500
AllGestureWiimoteZ Sensor 300 (b) 700 (b) 10 500
ArrowHead Image 36 (b) 175 (u) 3 251
Beef Spectro 30 (b) 30 (b) 5 470
BeetleFly Image 20 (b) 20 (b) 2 512
BirdChicken Image 20 (b) 20 (b) 2 512
BME Simulated 30 (b) 150 (b) 3 128
Car Sensor 60 (u) 60 (u) 4 577
CBF Simulated 30 (u) 900 (b) 3 128
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Name Type #Train
(b/u)

#Test
(b/u) #C Length

Chinatown Traffic 20 (b) 343 (u) 2 24
ChlorineConcentration Sensor 467 (u) 3840 (u) 3 166
CinCECGTorso Sensor 40 (u) 1380 (b) 4 1639
Coffee Spectro 28 (b) 28 (u) 2 286
Computers Device 250 (b) 250 (b) 2 720
CricketX Motion 390 (u) 390 (u) 12 300
CricketY Motion 390 (u) 390 (u) 12 300
CricketZ Motion 390 (u) 390 (u) 12 300
Crop Image 7200 (b) 16800 (b) 24 46
DiatomSizeReduction Image 16 (u) 306 (u) 4 345
DistalPhalanxOutlineAgeGroup Image 400 (u) 139 (u) 3 80
DistalPhalanxOutlineCorrect Image 600 (u) 276 (u) 2 80
DistalPhalanxTW Image 400 (u) 139 (u) 6 80
DodgerLoopDay Sensor 78 (u) 80 (u) 7 288
DodgerLoopGame Sensor 20 (b) 138 (b) 2 288
DodgerLoopWeekend Sensor 20 (b) 138 (u) 2 288
Earthquakes Sensor 322 (u) 139 (u) 2 512
ECG200 ECG 100 (u) 100 (u) 2 96
ECG5000 ECG 500 (u) 4500 (u) 5 140
ECGFiveDays ECG 23 (u) 861 (b) 2 136
ElectricDevices Device 8926 (u) 7711 (u) 7 96
EOGHorizontalSignal EOG 362 (b) 362 (b) 12 1250
EOGVerticalSignal EOG 362 (b) 362 (b) 12 1250
EthanolLevel Spectro 504 (b) 500 (b) 4 1751
FaceAll Image 560 (b) 1690 (u) 14 131
FaceFour Image 24 (u) 88 (u) 4 350
FacesUCR Image 200 (u) 2050 (u) 14 131
FiftyWords Image 450 (u) 455 (u) 50 270
Fish Image 175 (u) 175 (u) 7 463
FordA Sensor 3601 (b) 1320 (b) 2 500
FordB Sensor 3636 (b) 810 (b) 2 500
FreezerRegularTrain Sensor 150 (b) 2850 (b) 2 301
FreezerSmallTrain Sensor 28 (b) 2850 (b) 2 301
Fungi HRM 18 (b) 186 (u) 18 201
GestureMidAirD1 Trajectory 208 (b) 130 (b) 26 360
GestureMidAirD2 Trajectory 208 (b) 130 (b) 26 360
GestureMidAirD3 Trajectory 208 (b) 130 (b) 26 360
GesturePebbleZ1 Sensor 132 (u) 172 (u) 6 455
GesturePebbleZ2 Sensor 146 (u) 158 (u) 6 455
GunPoint Motion 50 (b) 150 (b) 2 150
GunPointAgeSpan Motion 135 (b) 316 (b) 2 150
GunPointMaleVersusFemale Motion 135 (b) 316 (b) 2 150
GunPointOldVersusYoung Motion 136 (b) 315 (b) 2 150
Ham Spectro 109 (b) 105 (b) 2 431
HandOutlines Image 1000 (u) 370 (u) 2 2709
Haptics Motion 155 (u) 308 (u) 5 1092
Herring Image 64 (u) 64 (u) 2 512
HouseTwenty Device 40 (b) 119 (u) 2 2000
InlineSkate Motion 100 (u) 550 (u) 7 1882
InsectEPGRegularTrain EPG 62 (u) 249 (u) 3 601
InsectEPGSmallTrain EPG 17 (u) 249 (u) 3 601
InsectWingbeatSound Sensor 220 (b) 1980 (b) 11 256
ItalyPowerDemand Sensor 67 (b) 1029 (b) 2 24
LargeKitchenAppliances Device 375 (b) 375 (b) 3 720
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Name Type #Train
(b/u)

#Test
(b/u) #C Length

Lightning2 Sensor 60 (u) 61 (u) 2 637
Lightning7 Sensor 70 (u) 73 (u) 7 319
Mallat Simulated 55 (u) 2345 (b) 8 1024
Meat Spectro 60 (b) 60 (b) 3 448
MedicalImages Image 381 (u) 760 (u) 10 99
MelbournePedestrian Traffic 1194 (b) 2439 (b) 10 24
MiddlePhalanxOutlineAgeGroup Image 400 (u) 154 (u) 3 80
MiddlePhalanxOutlineCorrect Image 600 (u) 291 (u) 2 80
MiddlePhalanxTW Image 399 (u) 154 (u) 6 80
MixedShapesRegularTrain Image 500 (b) 2425 (u) 5 1024
MixedShapesSmallTrain Image 100 (b) 2425 (u) 5 1024
MoteStrain Sensor 20 (b) 1252 (u) 2 84
NonInvasiveFetalECGThorax1 ECG 1800 (u) 1965 (u) 42 750
NonInvasiveFetalECGThorax2 ECG 1800 (u) 1965 (u) 42 750
OliveOil Spectro 30 (u) 30 (u) 4 570
OSULeaf Image 200 (u) 242 (u) 6 427
PhalangesOutlinesCorrect Image 1800 (u) 858 (u) 2 80
Phoneme Sensor 214 (u) 1896 (u) 39 1024
PickupGestureWiimoteZ Sensor 50 (b) 50 (b) 10 361
PigAirwayPressure Hemodynamics 104 (b) 208 (b) 52 2000
PigArtPressure Hemodynamics 104 (b) 208 (b) 52 2000
PigCVP Hemodynamics 104 (b) 208 (b) 52 2000
PLAID Device 537 (u) 537 (u) 11 1344
Plane Sensor 105 (u) 105 (u) 7 144
PowerCons Power 180 (b) 180 (b) 2 144
ProximalPhalanxOutlineAgeGroup Image 400 (u) 205 (u) 3 80
ProximalPhalanxOutlineCorrect Image 600 (u) 291 (u) 2 80
ProximalPhalanxTW Image 400 (u) 205 (u) 6 80
RefrigerationDevices Device 375 (b) 375 (b) 3 720
Rock Spectrum 20 (b) 50 (u) 4 2844
ScreenType Device 375 (b) 375 (b) 3 720
SemgHandGenderCh2 Spectrum 300 (b) 600 (u) 2 1500
SemgHandMovementCh2 Spectrum 450 (b) 450 (b) 6 1500
SemgHandSubjectCh2 Spectrum 450 (b) 450 (b) 5 1500
ShakeGestureWiimoteZ Sensor 50 (b) 50 (b) 10 385
ShapeletSim Simulated 20 (b) 180 (b) 2 500
ShapesAll Image 600 (b) 600 (b) 60 512
SmallKitchenAppliances Device 375 (b) 375 (b) 3 720
SmoothSubspace Simulated 150 (b) 150 (b) 3 15
SonyAIBORobotSurface1 Sensor 20 (u) 601 (u) 2 70
SonyAIBORobotSurface2 Sensor 27 (u) 953 (u) 2 65
StarLightCurves Sensor 1000 (u) 8236 (u) 3 1024
Strawberry Spectro 613 (u) 370 (u) 2 235
SwedishLeaf Image 500 (u) 625 (u) 15 128
Symbols Image 25 (u) 995 (u) 6 398
SyntheticControl Simulated 300 (b) 300 (b) 6 60
ToeSegmentation1 Motion 40 (b) 228 (b) 2 277
ToeSegmentation2 Motion 36 (b) 130 (u) 2 343
Trace Sensor 100 (u) 100 (u) 4 275
TwoLeadECG ECG 23 (b) 1139 (b) 2 82
TwoPatterns Simulated 1000 (u) 4000 (b) 4 128
UMD Simulated 36 (b) 144 (b) 3 150
UWaveGestureLibraryAll Motion 896 (u) 3582 (b) 8 945
UWaveGestureLibraryX Motion 896 (u) 3582 (b) 8 315
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Name Type #Train
(b/u)

#Test
(b/u) #C Length

UWaveGestureLibraryY Motion 896 (u) 3582 (b) 8 315
UWaveGestureLibraryZ Motion 896 (u) 3582 (b) 8 315
Wafer Sensor 1000 (u) 6164 (u) 2 152
Wine Spectro 57 (b) 54 (b) 2 234
WordSynonyms Image 267 (u) 638 (u) 25 270
Worms Motion 181 (u) 77 (u) 5 900
WormsTwoClass Motion 181 (u) 77 (u) 2 900
Yoga Image 300 (u) 3000 (u) 2 426

Table D.1: Detailed information on the 128 UCR datasets. #Train/Test (b/u) represents the
number of train/test samples and whether their distribution among the #C different classes is
balanced (b) or unbalanced (u). Length indicates the time series length.

D.3 Evaluation Results

We present the complete variant differences for all models and datasets, and then we proceed
with the clustering results for all unlabeled datasets that we did not show in the evaluation.

D.3.1 Variant Differences

This section covers all variant differences, grouped by the four datasets and by the evaluated
feature sets. Figure D.3 shows the variant differences for the UCR dataset, Figure D.4 for the
UCR-merged dataset, Figure D.5 for the IMTS1 dataset and Figure D.6 for the IMTS2 dataset.
In all figures, the column variants are omitted to create more compact matrix representations.
However, they are identical to the row variants, since the matrices are symmetric in this regard,
i.e., the omitted column variants are identical to the corresponding row variants.

D.3.2 Clustering Unlabeled Data

In this section, we present all results on the remaining unlabeled datasets (cf. Table 5.5 on
p. 158) we did not cover in the evaluation, which, unless explicitly stated otherwise, were
all obtained by using our selected clustering method linkage|distributional|clip01_drop.
Furthermore, we include figures for additional information, which are t-SNE visualizations
of the distributional feature set and the cluster feature values showing all TSC (sub)group
features.2

Figure D.7 shows the t-SNE visualization and cluster feature values for the CPU Idle
(H-01) metric of the IMTS1 dataset. Figure D.8 also shows these two figures as well as the
Venn diagram for the original two clusters within the Memory Available % (H-07) metric
of the IMTS1 dataset, and Figure D.9 displays the t-SNE visualization and cluster feature
values when partitioning the same data into six new clusters. In Figure D.10, Figure D.11 and
Figure D.12, we present all clustering results for the Page Faults (H-06), Disk Available %
(D-03) and Bytes Received (N-01) metrics of the IMTS1 dataset, respectively.

2The clusters were still obtained with the distributional features, the TSC feature values were then calculated
afterwards for each resulting cluster.
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(a) Sinus-shaped time series with 100 data points.
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(b) The 30% percentile threshold for the sinus-
shaped time series, where two continuous seg-
ments are above this threshold.
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(c) A random permutation of the sinus-shaped time series with the same 30% percentile threshold as
shown in Figure D.1b. Here, 19 continuous segments are above this threshold.
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(d) The confidence interval of the counts obtained after repeating the permutation step ten times,
where Count Above Threshold indicates the number of continuous time series segments that are above
the corresponding threshold.
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Score = 1.00

(e) The counts of the original, sinus-shaped time series compared to the confidence interval of the
permutation-based counts. Here, the counts do not overlap with the interval, which results in a score
of 1, thus indicating the presence of temporal patterns.

Figure D.1: Example of the steps and the final score returned by our custom feature
permutation_analysis (using nine thresholds) when applied on a sinus-shaped time series.
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(a) Random time series with 100 data points.
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Score = 0.11

(b) The counts of the original, random time series compared to the confidence interval of the
permutation-based counts. Here, most of the counts overlap with the interval (only the count at the
50% threshold is outside the interval), which results in a score of 0.11, thus indicating the absence of
temporal patterns.

Figure D.2: Example of the final score returned by our custom feature permutation_-
analysis (using nine thresholds) when applied on a random time series.
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(a) Variant differences for dataset UCR and feature set tsc.
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(b) Variant differences for dataset UCR and feature set distributional.
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(c) Variant differences for dataset UCR and feature set temporal.
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(d) Variant differences for dataset UCR and feature set complexity.
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(e) Variant differences for dataset UCR and feature set test.
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(f) Variant differences for dataset UCR and feature set d_dispersion.
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(g) Variant differences for dataset UCR and feature set d_dispersion_b.
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(h) Variant differences for dataset UCR and feature set d_distribution.
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(i) Variant differences for dataset UCR and feature set d_duplicates.
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(j) Variant differences for dataset UCR and feature set t_dispersion.
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(k) Variant differences for dataset UCR and feature set t_dispersion_b.
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(l) Variant differences for dataset UCR and feature set t_similarity.
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(m) Variant differences for dataset UCR and feature set t_frequency.
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(n) Variant differences for dataset UCR and feature set t_linearity.
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(o) Variant differences for dataset UCR and feature set c_entropy.
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(p) Variant differences for dataset UCR and feature set c_complexity.
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Figure D.3: Variant differences for the UCR dataset of the five models k-means (left), BIRCH
(second), linkage (middle), linkage weighted (fourth) and linkage weighted cosine (right) in
combination with all evaluated feature sets (TSC, four main groups, 13 subgroups, catch22).
Abbreviations: empty = no post-processing, 01 = clip01, tan = clipTan, log = clipLog, m =
minmax, r = robust, d = drop, v_d = variant with drop. Omitted column variants = row
variants.
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(a) Variant differences for dataset UCR-merged and feature set tsc.
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(b) Variant differences for dataset UCR-merged and feature set distributional.
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(c) Variant differences for dataset UCR-merged and feature set temporal.
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(d) Variant differences for dataset UCR-merged and feature set complexity.
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(e) Variant differences for dataset UCR-merged and feature set test.
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(f) Variant differences for dataset UCR-merged and feature set d_dispersion.
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(g) Variant differences for dataset UCR-merged and feature set d_dispersion_b.
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(h) Variant differences for dataset UCR-merged and feature set d_distribution.
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(i) Variant differences for dataset UCR-merged and feature set d_duplicates.
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(j) Variant differences for dataset UCR-merged and feature set t_dispersion.
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(k) Variant differences for dataset UCR-merged and feature set t_dispersion_b.
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(l) Variant differences for dataset UCR-merged and feature set t_similarity.
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(m) Variant differences for dataset UCR-merged and feature set t_frequency.
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(n) Variant differences for dataset UCR-merged and feature set t_linearity.
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(o) Variant differences for dataset UCR-merged and feature set c_entropy.
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(p) Variant differences for dataset UCR-merged and feature set c_complexity.
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(q) Variant differences for dataset UCR-merged and feature set c_flatness.
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(r) Variant differences for dataset UCR-merged and feature set c_peaks.
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(s) Variant differences for dataset UCR-merged and feature set catch22.

Figure D.4: Variant differences for the UCR-merged dataset of the five models k-means
(left), BIRCH (second), linkage (middle), linkage weighted (fourth) and linkage weighted cosine
(right) in combination with all evaluated feature sets (TSC, four main groups, 13 subgroups,
catch22). Abbreviations: empty = no post-processing, 01 = clip01, tan = clipTan, log =
clipLog, m = minmax, r = robust, d = drop, v_d = variant with drop. Omitted column
variants = row variants.
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(a) Variant differences for dataset IMTS1 and feature set tsc.
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(b) Variant differences for dataset IMTS1 and feature set distributional.
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(c) Variant differences for dataset IMTS1 and feature set temporal.
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(d) Variant differences for dataset IMTS1 and feature set complexity.
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(e) Variant differences for dataset IMTS1 and feature set test.
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(f) Variant differences for dataset IMTS1 and feature set d_dispersion.
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(g) Variant differences for dataset IMTS1 and feature set d_dispersion_b.
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(h) Variant differences for dataset IMTS1 and feature set d_distribution.
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(i) Variant differences for dataset IMTS1 and feature set d_duplicates.
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(j) Variant differences for dataset IMTS1 and feature set t_dispersion.
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(k) Variant differences for dataset IMTS1 and feature set t_dispersion_b.
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Figure D.5: Variant differences for the IMTS1 dataset of the five models k-means (left),
BIRCH (second), linkage (middle), linkage weighted (fourth) and linkage weighted cosine
(right) in combination with all evaluated feature sets (TSC, four main groups, 13 subgroups,
catch22). Abbreviations: empty = no post-processing, 01 = clip01, tan = clipTan, log =
clipLog, m = minmax, r = robust, d = drop, v_d = variant with drop. Omitted column
variants = row variants.
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(a) Variant differences for dataset IMTS2 and feature set tsc.
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(b) Variant differences for dataset IMTS2 and feature set distributional.
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(c) Variant differences for dataset IMTS2 and feature set temporal.
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(d) Variant differences for dataset IMTS2 and feature set complexity.
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(e) Variant differences for dataset IMTS2 and feature set test.
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(f) Variant differences for dataset IMTS2 and feature set d_dispersion.
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(g) Variant differences for dataset IMTS2 and feature set d_dispersion_b.
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(h) Variant differences for dataset IMTS2 and feature set d_distribution.
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(i) Variant differences for dataset IMTS2 and feature set d_duplicates.
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(j) Variant differences for dataset IMTS2 and feature set t_dispersion.
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(k) Variant differences for dataset IMTS2 and feature set t_dispersion_b.
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(l) Variant differences for dataset IMTS2 and feature set t_similarity.
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(m) Variant differences for dataset IMTS2 and feature set t_frequency.
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(n) Variant differences for dataset IMTS2 and feature set t_linearity.
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(o) Variant differences for dataset IMTS2 and feature set c_entropy.
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(p) Variant differences for dataset IMTS2 and feature set c_complexity.
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(q) Variant differences for dataset IMTS2 and feature set c_flatness.
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(r) Variant differences for dataset IMTS2 and feature set c_peaks.
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(s) Variant differences for dataset IMTS2 and feature set catch22.

Figure D.6: Variant differences for the IMTS2 dataset of the five models k-means (left),
BIRCH (second), linkage (middle), linkage weighted (fourth) and linkage weighted cosine
(right) in combination with all evaluated feature sets (TSC, four main groups, 13 subgroups,
catch22). Abbreviations: empty = no post-processing, 01 = clip01, tan = clipTan, log =
clipLog, m = minmax, r = robust, d = drop, v_d = variant with drop. Omitted column
variants = row variants.
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Regarding the IMTS2 dataset, we first complete the evaluation results by presenting the
initial dendrogram (with representative time series) of the Disk Available % (D-03) metric
when clustered with the distributional feature set (cf. Figure D.13). Figure D.14 displays the
t-SNE visualization and cluster feature values when partitioning the same data into six new
clusters instead of the previous three. In Figure D.15, the t-SNE visualization, Venn diagram
and cluster feature values are displayed after clustering with the entire TSC group. Lastly, we
show the entire clustering output for the remaining unlabeled metrics of the IMTS2 dataset,
which are all again based on the distributional feature set (with our selected method). In
Figure D.16, we present the clustering results for the CPU Idle (H-01) metric, in Figure D.17
for the CPU IO Wait (H-05) metric, in Figure D.18 for the Page Faults (H-06) metric, in
Figure D.19 for the Memory Available % (H-07) metric and in Figure D.20 for the Read Bytes
(D-04) metric.

Table D.2 lists all unlabeled dataset evaluation results together with various internal
evaluation metrics (cf. Section 2.4.4.1 on p. 23).

Overall, we can see good clustering results throughout, especially when we cross-analyze
the t-SNE visualizations, where the samples are tinted based on the predicted clusters, which
allows us to observe that equally colored samples (i.e., samples from a common cluster) are in
close proximity in the majority of the cases.
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(a) t-SNE visualization (perplexity = 30) of the
distributional feature set. The samples are tinted
according to their corresponding clusters.
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(b) Cluster feature values of all TSC (sub)groups, clipped to [0, 1]. Abbreviations: d = distributional,
t = temporal, c = complexity, b = blockwise.

Figure D.7: Various results obtained when clustering the 7113 CPU Idle (H-01) series of the
IMTS1 dataset into three clusters. The respective cluster sizes are denoted by n.
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Cluster 2 (n = 4895)
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(a) t-SNE visualization (perplexity = 30) of the
distributional feature set. The samples are tinted
according to their corresponding clusters.
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(b) Venn diagram showing the distribution of the
608 systems.
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(c) Cluster feature values of all TSC (sub)groups, clipped to [0, 1]. Abbreviations: d = distributional,
t = temporal, c = complexity, b = blockwise.

Figure D.8: Various results obtained when clustering the 7176 Memory Available % (H-07)
series of the IMTS1 dataset into three clusters. The respective cluster sizes are denoted by n.
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Cluster 1 (n = 1258)
Cluster 2 (n = 497)
Cluster 3 (n = 2004)
Cluster 4 (n = 954)
Cluster 5 (n = 1937)
Cluster 6 (n = 526)

(a) t-SNE visualization (perplexity = 30) of the distributional feature set. The samples are tinted
according to their corresponding clusters.
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(b) Cluster feature values of all TSC (sub)groups, clipped to [0, 1]. Abbreviations: d = distributional,
t = temporal, c = complexity, b = blockwise.

Figure D.9: Various results obtained when clustering the 7176 Memory Available % (H-07)
series of the IMTS1 dataset into six clusters. The respective cluster sizes are denoted by n.
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(a) Dendrogram (left) and representative time series (right) for the two identified clusters.
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Cluster 1 (n = 2352)
Cluster 2 (n = 1009)

(c) t-SNE visualization (perplexity = 30) of the
distributional feature set. The samples are tinted
according to their corresponding clusters.
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(d) Venn diagram showing the distribution of the
437 systems.
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(e) Cluster feature values of all TSC (sub)groups, clipped to [0, 1]. Abbreviations: d = distributional,
t = temporal, c = complexity, b = blockwise.

Figure D.10: Various results obtained when clustering the 3361 Page Faults (H-06) series
of the IMTS1 dataset into two clusters. The respective cluster sizes are denoted by n, and
all time series contain 20160 data points (two weeks in one-minute resolution, ranging from
22.01.2018 00:00 UTC to 04.02.2018 23:59 UTC).



282 Time Series Clustering

02550
(124)
(135)
(63)
(69)
(64)
(71)
(55)
(64)
(93)
(53)
(72)
(183)
(596)
(525)
(504)
(198)
(371)
(1055)
(501)
(549)
(245)
(201)
(377)
(841)
(310)
(118)
(241)
(153)
(198)
(191)

1

0

1

Cl
us

te
r 1

(n
 =

 7
35

7)

2.5

0.0

2.5

Cl
us

te
r 2

(n
 =

 8
63

)

(a) Dendrogram (left) and representative time series (right) for the two identified clusters.
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(b) Cluster time series averages.
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Cluster 1 (n = 7357)
Cluster 2 (n = 863)

(c) t-SNE visualization (perplexity = 30) of the
distributional feature set. The samples are tinted
according to their corresponding clusters.
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(d) Venn diagram showing the distribution of the
503 systems.
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(e) Cluster feature values of all TSC (sub)groups, clipped to [0, 1]. Abbreviations: d = distributional,
t = temporal, c = complexity, b = blockwise.

Figure D.11: Various results obtained when clustering the 8220 Disk Available % (D-03)
series of the IMTS1 dataset into two clusters. The respective cluster sizes are denoted by n,
and all time series contain 20160 data points (two weeks in one-minute resolution, ranging
from 22.01.2018 00:00 UTC to 04.02.2018 23:59 UTC).
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(a) Dendrogram (left) and representative time series (right) for the three identified clusters.
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(b) Cluster time series averages.
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Cluster 1 (n = 3847)
Cluster 2 (n = 1316)
Cluster 3 (n = 1834)

(c) t-SNE visualization (perplexity = 30) of the
distributional feature set. The samples are tinted
according to their corresponding clusters.
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(d) Venn diagram showing the distribution of the
568 systems.
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(e) Cluster feature values of all TSC (sub)groups, clipped to [0, 1]. Abbreviations: d = distributional,
t = temporal, c = complexity, b = blockwise.

Figure D.12: Various results obtained when clustering the 6997 Bytes Received (N-01) series
of the IMTS1 dataset into three clusters. The respective cluster sizes are denoted by n, and
all time series contain 20160 data points (two weeks in one-minute resolution, ranging from
22.01.2018 00:00 UTC to 04.02.2018 23:59 UTC).
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(a) Dendrogram (left) and representative time series (right) for the two identified clusters.



Evaluation Results 287

Cluster 1 (n = 1990)
Cluster 2 (n = 269)

(b) t-SNE visualization (perplexity = 30) of the
distributional feature set. The samples are tinted
according to their corresponding clusters.
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(d) Cluster feature values of all TSC (sub)groups, clipped to [0, 1]. Abbreviations: d = distributional,
t = temporal, c = complexity, b = blockwise.

Figure D.13: Various results obtained when clustering the 2259 Disk Available % (D-03)
series of the IMTS2 dataset into two clusters. The respective cluster sizes are denoted by n,
and all time series contain 40320 data points (four weeks in one-minute resolution, ranging
from 15.07.2019 00:00 UTC to 11.08.2019 23:59 UTC).



288 Time Series Clustering

Cluster 1 (n = 885)
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Cluster 4 (n = 214)
Cluster 5 (n = 144)
Cluster 6 (n = 125)

(a) t-SNE visualization (perplexity = 30) of the distributional feature set. The samples are tinted
according to their corresponding clusters.
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(b) Cluster feature values of all TSC (sub)groups, clipped to [0, 1]. Abbreviations: d = distributional,
t = temporal, c = complexity, b = blockwise.

Figure D.14: Various results obtained when clustering the 2259 Disk Available % (D-03)
series of the IMTS1 dataset into six clusters. The respective cluster sizes are denoted by n.
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Cluster 1 (n = 1254)
Cluster 2 (n = 491)
Cluster 3 (n = 514)

(a) t-SNE visualization (perplexity = 30) of the
distributional feature set. The samples are tinted
according to their corresponding clusters.
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(b) Venn diagram showing the distribution of the
7 systems.
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(c) Cluster feature values of all TSC (sub)groups, clipped to [0, 1]. Abbreviations: d = distributional,
t = temporal, c = complexity, b = blockwise.

Figure D.15: Various results obtained when clustering the 2259 Disk Available % (D-03)
series of the IMTS2 dataset into three clusters using the entire set of TSC features instead of
the distributional feature set. The respective cluster sizes are denoted by n.
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(a) Dendrogram (left) and representative time series (right) for the three identified clusters.
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(b) Cluster time series averages.
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Cluster 1 (n = 410)
Cluster 2 (n = 81)
Cluster 3 (n = 783)

(c) t-SNE visualization (perplexity = 30) of the
distributional feature set. The samples are tinted
according to their corresponding clusters.
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(d) Venn diagram showing the distribution of the
8 systems.
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(e) Cluster feature values of all TSC (sub)groups, clipped to [0, 1]. Abbreviations: d = distributional,
t = temporal, c = complexity, b = blockwise.

Figure D.16: Various results obtained when clustering the 1274 CPU Idle (H-01) series of
the IMTS2 dataset into three clusters. The respective cluster sizes are denoted by n, and
all time series contain 40320 data points (four weeks in one-minute resolution, ranging from
15.07.2019 00:00 UTC to 11.08.2019 23:59 UTC).
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(a) Dendrogram (left) and representative time series (right) for the two identified clusters.
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(b) Cluster time series averages.
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Cluster 1 (n = 418)
Cluster 2 (n = 262)

(c) t-SNE visualization (perplexity = 30) of the
distributional feature set. The samples are tinted
according to their corresponding clusters.
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(d) Venn diagram showing the distribution of the
7 systems.
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(e) Cluster feature values of all TSC (sub)groups, clipped to [0, 1]. Abbreviations: d = distributional,
t = temporal, c = complexity, b = blockwise.

Figure D.17: Various results obtained when clustering the 680 CPU IO Wait (H-05) series
of the IMTS2 dataset into two clusters. The respective cluster sizes are denoted by n, and
all time series contain 40320 data points (four weeks in one-minute resolution, ranging from
15.07.2019 00:00 UTC to 11.08.2019 23:59 UTC).
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(a) Dendrogram (left) and representative time series (right) for the three identified clusters.
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(b) Cluster time series averages.
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Cluster 1 (n = 297)
Cluster 2 (n = 52)
Cluster 3 (n = 331)

(c) t-SNE visualization (perplexity = 30) of the
distributional feature set. The samples are tinted
according to their corresponding clusters.
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(d) Venn diagram showing the distribution of the
6 systems.
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(e) Cluster feature values of all TSC (sub)groups, clipped to [0, 1]. Abbreviations: d = distributional,
t = temporal, c = complexity, b = blockwise.

Figure D.18: Various results obtained when clustering the 680 Page Faults (H-06) series
of the IMTS2 dataset into three clusters. The respective cluster sizes are denoted by n, and
all time series contain 40320 data points (four weeks in one-minute resolution, ranging from
15.07.2019 00:00 UTC to 11.08.2019 23:59 UTC).
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(a) Dendrogram (left) and representative time series (right) for the two identified clusters.
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(b) Cluster time series averages.
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Cluster 1 (n = 1001)
Cluster 2 (n = 355)

(c) t-SNE visualization (perplexity = 30) of the
distributional feature set. The samples are tinted
according to their corresponding clusters.
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Figure D.19: Various results obtained when clustering the 1356 Memory Available % (H-07)
series of the IMTS2 dataset into two clusters. The respective cluster sizes are denoted by n,
and all time series contain 40320 data points (four weeks in one-minute resolution, ranging
from 15.07.2019 00:00 UTC to 11.08.2019 23:59 UTC).
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(e) Cluster feature values of all TSC (sub)groups, clipped to [0, 1]. Abbreviations: d = distributional,
t = temporal, c = complexity, b = blockwise.

Figure D.20: Various results obtained when clustering the 1967 Read Bytes (D-04) series
of the IMTS2 dataset into three clusters. The respective cluster sizes are denoted by n, and
all time series contain 40320 data points (four weeks in one-minute resolution, ranging from
15.07.2019 00:00 UTC to 11.08.2019 23:59 UTC).
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